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ABSTRACT 

The rapid expansion of ride-hailing services has generated a massive volume of user feedback, making automated 
sentiment analysis essential for understanding customer satisfaction. This study aims to classify public sentiment towards 
the Uber application into positive, neutral, and negative categories using the CatBoost algorithm, a gradient boosting 

method prioritized for its Ordered Boosting mechanism, which effectively prevents overfitting and enhances the model's 
generalization capabilities. Despite the use of TF-IDF for numerical text representation, CatBoost is selected for its 
superior performance on heterogeneous datasets compared to other boosting frameworks like XGBoost and LightGBM. 
The dataset comprises customer reviews collected 12.000 from the Google Play Store between January and March 2024 
using web scraping techniques upload in Kaggle. The data underwent rigorous preprocessing, including lemmatization 
and TF-IDF vectorization, to structure the textual features, to maximize model performance, hyperparameter optimization 
was conducted using GridSearchCV. The experimental results demonstrate that the optimization process successfully 
improved the model's generalization capabilities, raising the Accuracy from 0.907 to 0.910 and the F1-Score from 0.893 

to 0.897. Most significantly, the AUC score increased from 0.949 to 0.957, indicating a superior ability to distinguish 
between sentiment classes. However, while the model exhibited high precision in identifying positive and negative 
polarities, analysis of the confusion matrix revealed limitations in correctly predicting the neutral class, suggesting 
challenges related to class imbalance. These findings confirm that an optimized CatBoost model is a robust tool for 
sentiment classification, though future work is recommended to address minority class detection. 
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1. INTRODUCTION 

The main the rapidly evolving digital era, the transportation industry has undergone significant 

transformation with the emergence of app-based transportation services such as Uber, Grab, and Gojek. This 
business model relies on digital technology to connect passengers with drivers more efficiently, providing 
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flexibility, convenience, and competitive pricing for users [1]. The ease of access to these services has driven an 

increase in the number of users year after year. However, as the digital transportation industry grows, user 

experience is also a crucial factor in service sustainability. Users can provide reviews and ratings of services 

through platforms such as the Google Play Store and Apple App Store. These reviews reflect customer satisfaction 

levels and can be used by companies to improve their service quality and business strategies. Therefore, analyzing 

customer sentiment in app reviews is crucial for understanding user needs and expectations [2]. 

Sentiment analysis is a technique in Natural Language Processing (NLP) used to classify customer 

opinions into categories such as positive, negative, or neutral. With the increasing volume of customer review 

data, more sophisticated methods are needed to accurately analyze sentiment patterns. One of the main challenges 

in sentiment analysis is handling imbalanced datasets, where the number of reviews with negative sentiment tends 
to be lower than the number of positive sentiments [3]. Furthermore, the language used in reviews is often 

informal, containing slang, abbreviations, and expressions that are difficult for simple rule-based models to 

interpret. In recent years, machine learning and ensemble learning methods have been increasingly used in 

sentiment analysis. Boosting algorithms, such as and Categorical Boosting (CatBoost), have been shown to 

improve model performance in various classification tasks, including sentiment analysis. CatBoost works by 

combining multiple weak models into a single strong model by giving higher weight to difficult-to-classify errors, 

while CatBoost is distinguished by its Ordered Boosting approach, which is specifically designed to overcome 

gradient bias and prevent overfitting, common issues in traditional gradient boosting frameworks. This makes it 

more robust than XGBoost or LightGBM when processing heterogeneous datasets that combine numerical text 

vectors (TF-IDF) with other metadata [4]. Both algorithms have the potential to provide better results in sentiment 

classification compared to conventional models such as Naïve Bayes, Support Vector Machine (SVM), or 
Random Forest. 

Several previous studies have explored sentiment analysis in the digital transportation industry using 

various machine learning and deep learning methods. The Naïve Bayes and Support Vector Machine (SVM) 

models for classifying customer sentiment toward ride-hailing services showed that SVM had higher accuracy 

than Naïve Bayes [5]. Meanwhile, applying LSTM and BERT to sentiment analysis of online transportation app 

user reviews showed that the deep learning-based approach was more accurate than classical methods. However, 

research optimizing boosting models such as CatBoost for sentiment analysis of customer reviews in the digital 

transportation sector is still limited [6]. Therefore, this study aims to fill this gap by evaluating the performance 

of CatBoost and optimizing them using GridSearchCV to improve the accuracy of customer sentiment 

classification toward digital transportation services [7], [8]. 

As a problem-solving approach, this study will use a machine learning approach with the CatBoost 

models to analyze customer review sentiment in the digital transportation industry. The first step in this study is 
collecting data from various customer review platforms, such as Google Reviews, which are widely used by users 

to provide ratings of digital transportation services [9]. The collected data will undergo a preprocessing process, 

which includes cleaning the text from special characters and numbers, tokenization to break the text into separate 

words, stopword removal to eliminate words that have no significant meaning in sentiment analysis, and 

stemming or lemmatization to simplify words to their basic form [10], [11]. After that, the text will be represented 

in the form of numeric features using methods such as TF-IDF (Term Frequency-Inverse Document Frequency) 

or Word Embeddings (Word2Vec, GloVe, or BERT embeddings) so that it can be processed by machine learning 

models. The processed dataset will then be divided into training data and test data with a certain ratio, for example 

80:20 or 70:30, to ensure the model has enough data to learn and test [12]. 

After the preprocessing stage is complete, the CatBoost models will be trained using the training data to 

classify customer review sentiment into positive, negative, or neutral categories [13], [14], [15]. The CatBoost 
model works by using a decision tree-based boosting technique, where the model iteratively improves its 

performance by giving greater weight to previous classification errors. Meanwhile, CatBoost, which was 

developed specifically for robustness with heterogeneous data and gradient bias handling, will use a more 

sophisticated gradient boosting technique to improve accuracy in text classification [16], [17]. To improve model 

performance, this study will use GridSearchCV, a hyperparameter optimization technique that searches for the 

best combination of parameters, such as the number of estimators, learning rate, and depth, to improve model 

accuracy and effectiveness. After model optimization, evaluation is carried out using various metrics such as 

accuracy, precision, recall, and F1-score, as well as a comparative analysis of the performance CatBoost. With 

this approach, this research is expected to provide new insights regarding the effectiveness of the boosting model 

in analyzing customer reviews sentiment in the digital transportation industry, as well as provide 

recommendations for companies in improving service quality based on customer feedback more effectively. 

Research on customer review sentiment analysis in the digital transportation industry has evolved with 
various machine learning and deep learning-based approaches. Previous studies have used Naïve Bayes and 

Support Vector Machine (SVM) models to classify customer sentiment toward ride-hailing services, with results 

showing that SVM has better accuracy than Naïve Bayes. Meanwhile, deep learning models such as LSTM and 

BERT in sentiment analysis of online transportation app customer reviews have shown that transformer-based 
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approaches are able to capture text context better than classical methods [18], [19]. Several other studies have 

explored gradient boosting techniques using boosting in sentiment analysis, but studies specifically implementing 

and comparing CatBoost models in the digital transportation sector are still limited. Furthermore, previous studies 

that apply boosting techniques generally do not systematically optimize hyperparameters, but instead only use 

default approaches or manual tuning, so the potential for improving model accuracy is still not optimal [20], [21]. 

Therefore, this study will fill the gap in the literature by evaluating the performance of the CatBoost models and 
optimizing them using GridSearchCV to improve accuracy in customer review sentiment classification. The 

novelty of this study lies in the application and comparison of the CatBoost models in customer review sentiment 

analysis in the digital transportation industry, which has not been widely explored in previous studies. In addition, 

this study will use GridSearchCV to systematically optimize hyperparameters, in contrast to previous studies that 

generally only use default configurations or manual tuning in boosting techniques [22], [23]. 

Previous research in the field of customer review sentiment analysis in the digital transportation industry 

has been widely conducted using various machine learning and deep learning approaches. Naïve Bayes and 

Support Vector Machine (SVM) methods were used to classify customer sentiment towards ride-hailing services. 

The results of these studies showed that SVM has higher accuracy than Naïve Bayes, although it still has 

limitations in capturing more complex sentence contexts [24], [25]. Deep learning-based approaches using Long 

Short-Term Memory (LSTM) and BERT showed that transformer-based models were able to understand the 

context of customer reviews better than conventional machine learning-based methods. This study highlights that 
deep learning approaches can improve accuracy in sentiment analysis, but face challenges in terms of the need 

for large data and more complex computations [26], [27]. In addition, several other studies have explored boosting 

techniques in sentiment analysis, such as that conducted by Wang et al. (2024), who used boosting in customer 

review sentiment classification for digital transportation services [28], [29]. The results of this study indicate that 

CatBoost can produce better performance than traditional methods such as Random Forest and Decision Tree. 

However, research specifically comparing other boosting models such as CatBoost in customer review sentiment 

analysis is still limited [30], [31], [32]. Furthermore, previous studies generally do not systematically optimize 

hyperparameters and only rely on default configurations or manual tuning, leaving ample scope for improving 

model performance. Therefore, this study aims to fill this gap by evaluating CatBoost, and optimizing them using 

GridSearchCV to improve the model's accuracy and effectiveness in analyzing customer sentiment in the digital 

transportation sector [33], [34]. 
However, to achieve optimal results, appropriate hyperparameter optimization is required to adapt the 

model parameters to the data characteristics. One method frequently used for this optimization is GridSearchCV, 

which works by evaluating a combination of various hyperparameters to find the best configuration. The 

combination of CatBoost, and GridSearchCV is expected to improve accuracy, precision, and recall in sentiment 

analysis of customer reviews of digital transportation applications. This study focuses on analyzing customer 

sentiment towards Uber services using a dataset from the Google Play Store that includes more than 12,000 

reviews. By implementing the CatBoost models and optimizing their performance using GridSearchCV, this study 

aims to provide deeper insights into customer perceptions and produce a more accurate and efficient sentiment 

analysis model for the digital transportation industry. 

2. RESEARCH METHOD 

This research will use a quantitative experimental method with a machine learning approach to 
analyze customer review sentiment in the digital transportation industry. The first step in this research is 

collecting data from various customer review platforms, such as Google Play Store Reviews, which are the 

main sources of user opinions on digital transportation services [35], [36]. The obtained data will undergo a 

preprocessing stage to ensure text quality before being used in the analysis [37]. The preprocessing pipeline 

commences with text cleaning to remove special characters and numerical digits, followed by tokenization and 

stopword removal to eliminate non-informative high-frequency words. For word normalization, 

Lemmatization was specifically selected over Stemming due to its ability to reduce inflected words to their 

dictionary root while preserving grammatical context, which is critical for accurate sentiment interpretation. 

Subsequently, the text is transformed into numerical features using TF-IDF. This method is justified by its 

effectiveness in penalizing common words while assigning higher weights to unique, sentiment-bearing terms, 

thereby enhancing the model's sensitivity to distinctive user feedback. Finally, the processed dataset is 

partitioned into training and testing sets with an 80:20 ratio, ensuring sufficient data volume for model learning 
while maintaining a robust subset for unbiased evaluation. 

 

2.1.  Dataset Collection 

The dataset utilized in this study represents customer feedback for the Uber application, sourced 

directly from the Google Play Store. Data collection was executed via web scraping techniques using the 

ScrapingAnt platform in early 2024. The acquisition specifically targeted reviews posted between January and 
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December 2024 to capture contemporary user sentiments and relevant service experiences. Following 

collection, the raw data underwent a rigorous pre-processing and cleaning phase to remove duplicates, 

eliminate irrelevant characters, and resolve inconsistencies, yielding a refined and structured dataset suitable 

for optimization analysis using CatBoost. 

 

2.2.  Preprocessing 

The preprocessing pipeline begins with comprehensive text cleaning of the customer reviews, which 

involves removing non-ASCII characters, digits, and punctuation, followed by converting all text to lowercase. 

The text is then tokenized into individual words. Subsequently, stop words in English are filtered out to 

eliminate uninformative terms. To handle rare and potentially misspelled words, tokens that appear fewer than 
three times in the entire corpus are discarded. The final stage of text processing applies lemmatization using 

the WordNetLemmatizer to reduce words to their base or dictionary form, thereby consolidating word 

variations and creating more consistent features. For the categorical feature, Label Encoding is performed with 

a LabelEncoder to transform it into a numerical representation suitable for machine learning models. 

 

2.3.  Model Training 

After the preprocessing stage is complete, the study will conduct experiments with the CatBoost 

models to analyze customer review sentiment categorized as positive, negative, or neutral [39]. The model will 

be implemented using a decision tree-based boosting algorithm, where the model will iteratively improve its 

performance by giving greater weight to previous classification errors [40]. CatBoost is implemented as a 

sophisticated gradient boosting model that utilizes Ordered Boosting to maintain high accuracy even with the 
sparse matrices produced by TF-IDF. This architecture allows for better stability and generalization on 

heterogeneous features compared to XGBoost and LightGBM, ensuring that the model does not overfit to the 

majority sentiment classes. To improve model performance, this study will use GridSearchCV, a 

hyperparameter optimization method that allows finding the best combination of parameters, such as the 

number of estimators, learning rate, and depth, to improve model accuracy and effectiveness [41,42]. After the 

model is optimized, an evaluation is carried out by comparing performance using accuracy, precision, recall, 

and F1-score to determine the most optimal model [43]. The results of the study will be analyzed in depth to 

provide insight into the effectiveness of the boosting method in analyzing customer review sentiment in the 

digital transportation sector. With this method, research is expected to produce a more accurate and efficient 

model in understanding customer opinions and provide a broader contribution to the development of sentiment 

analysis technology. The research flowchart can be seen in Figure 1. 

 
Figure 1. Research flow diagram 
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This study was systematically designed to ensure that the developed model can classify customer 

review sentiment in the digital transportation industry with high accuracy [44, 45]. The dataset utilized in this 

study represents customer feedback for the Uber application, sourced directly from the Google Play Store. Data 

collection was executed via scraping targeting reviews posted between January and December 2024 to capture 

contemporary user sentiments. After the data was collected, text preprocessing was performed, including data 

cleaning, tokenization, stopword removal, and stemming or lemmatization to ensure data quality before further 
analysis [46–48]. GridSearchCV works by systematically searching for the best hyperparameter combination 

based on a predetermined range of values, then evaluating each combination using cross-validation to reduce 

the risk of overfitting. In the context of sentiment analysis, the optimal selection of hyperparameters, such as 

the number of estimators, learning rate, and depth, significantly influences the model's ability to capture 

sentiment patterns from customer reviews. Manual hyperparameter tuning can be time-consuming and risk 

missing the optimal combination. To evaluate the efficacy of manual feature engineering, this study compared 

the TF-IDF pipeline against CatBoost’s Native Text Support, which processes raw strings directly using 

internal feature construction techniques. 

 

2.4.  Evaluation 

The model evaluation employs a robust and multi-faceted approach to assess performance rigorously. 

The primary methodology is Stratified K-Fold Cross-Validation with 5 splits, ensuring that each fold preserves 

the percentage of samples for each sentiment class and provides a reliable estimate of model generalizability. 

Performance is quantified using a suite of standard classification metrics, including accuracy for overall 
correctness, precision to measure the reliability of positive predictions, recall to evaluate the model's ability to 

find all relevant cases, and the F1-score to provide a harmonic mean of precision and recall. The final evaluation 

culminates in a detailed classification report that breaks down these metrics for each individual class (Negative, 

Neutral, Positive), offering a comprehensive view of the model's strengths and weaknesses across different 

sentiment categories. This thorough validation strategy ensures the reported performance is both statistically 

sound and highly informative for model selection. 

3. RESULTS AND DISCUSSION 

This study uses the Uber Customer Reviews Dataset 2024 from Kaggle. The dataset contains 12,000 

customer reviews of Uber services with the main attributes being review text, rating (1–5), and review date. 

For sentiment analysis purposes, ratings were converted into three labels: Rating 1–2 → Negative, Rating 3 → 

Neutral, Rating 4–5 → Positive. The data distribution shows a majority of reviews with positive sentiment, 
followed by neutral reviews, and a minority of negative reviews. This pattern reflects a common phenomenon 

in digital transportation service reviews where customers provide more positive feedback than negative. 

However, this condition also presents a challenge in the form of class imbalance, which can cause the model 

to tend to be biased towards the majority class. 

 

3.1.  Initial Data Analysis 

An exploratory analysis of the dataset yielded several important findings. First, there were 3.8% 

duplicate data that needed to be removed to avoid skewing the sentiment distribution. Second, approximately 

1.2% of the data contained blank values, particularly in the review_text and review_date columns. Rows with 

blank text were removed as they were unlikely to be useful in sentiment classification. Third, although all 

rating values were valid within the 1–5 range, several very short reviews, such as "ok" or "bad," were found. 

Despite the limited information contained, these reviews were retained because they represent real customer 
communication patterns. The first step is to detect outliers by examining the distribution of review text length 

(word count). Review data is calculated for word length, then a lower and upper bound is determined. Reviews 

with word counts outside the reasonable range, either too short or too long are marked as outliers. The outlier 

data can be seen in Figure 2. 
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Figure 2. Review outlier data 

 

The boxplot in the figure shows the distribution of word counts in customer reviews based on ratings 

from 1 to 5. It can be seen that each rating category has outliers, consisting of reviews with a significantly 

higher word count than the majority of the data. For example, ratings 1 and 2 contain several very long reviews, 
exceeding 100 words, while most reviews are only in the 10–40 word range. The same is true for ratings 4 and 

5, where, despite a low median word count (around 3–5 words), there are numerous outliers with excessive 

text length. These outliers indicate extreme variation in customer writing styles some write short reviews like 

"ok" or "bad," while others write lengthy descriptions. This is important to note because outliers can affect 

model stability. Therefore, in further analysis, it's important to consider whether outliers should be retained to 

represent authentic user behavior or restricted to ensure model consistency. Spearman Correlation Matrix 

analysis was performed to understand the relationships between variables. The results show a fairly strong 

positive correlation between ratings and the number of positive words (ρ ≈ 0.62) and a fairly strong negative 

correlation between ratings and the number of negative words (ρ ≈ -0.57). Meanwhile, review length has a low 

correlation with ratings (ρ ≈ 0.21). This indicates that word polarity influences sentiment labels more than 

review text length. This finding is important because it confirms that word representation methods such as TF-

IDF are indeed more relevant than simply measuring text length or word count. Spearman Correlation Matrix 
data can be seen in Figure 3. 

 

 
Figure 3. Spearman Correlation Matrix data 

  

Based on Spearman's correlation matrix analysis, the decision to retain all features was justified. This 
is supported by the fact that the correlation between the independent variables (thumbsUpCount and 

countword) is relatively low (0.32), thus proving the absence of multicollinearity issues that could distort model 

performance. Instead, both features are crucial to retain because they have unique contributions to the target 

variable (score), especially countword which has a fairly strong negative correlation (-0.57), indicating that 

review length is a vital predictor of negative sentiment. Therefore, utilizing all available features will maximize 

the information that the CatBoost algorithm can learn to produce more precise predictions. The Spearman 
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Correlation Matrix results in the figure show the non-linear relationship between variables in the Uber review 

dataset. The correlation between score and countword is quite strongly negative (-0.57), which means that 

longer review texts tend to have lower scores, so dissatisfied customers tend to write longer and more detailed 

reviews. Conversely, the correlation between score and thumbsUpCount is moderately negative (-0.29), 

indicating that reviews with low scores sometimes receive more “likes” from other readers, possibly because 

negative reviews are often considered more informative. Meanwhile, the correlation between thumbsUpCount 
and countword is positive (0.32), indicating that longer reviews tend to receive more appreciation in the form 

of “thumbs ups”. Overall, this matrix shows an important pattern that review length and reader interaction are 

closely related to sentiment, and can be a valuable additional feature in sentiment analysis modeling. 

 

3.2.  Data Preprocessing 

The preprocessing stage includes text cleaning, stopword removal, tokenization, and vectorization. 

The TF-IDF method was used for text representation. TF-IDF was chosen because it emphasizes more 

meaningful words in customer reviews and reduces the weight of overly common words. This way, words like 

"driver," "late," "excellent," or "bad" will contribute more to predicting sentiment than common words like 

"the," "is," or "and." The TF-IDF representation produces a sparse matrix with thousands of feature dimensions. 

Despite its simplicity, this method has proven effective on large-scale datasets. However, this approach has 

limitations because it does not capture semantic relationships between words. For example, the word "not 
good" will be considered two separate words without understanding the negative context they evoke. This 

limitation presents an opportunity for further research using contextual embeddings like BERT, which are 

superior in capturing contextual meaning. 

 

3.3.  CatBoost Model Experiment 

CatBoost model, parameter search is performed using grid search with parameter space consisting of 

number of iterations (100), learning_rate (0.05, 0.1), tree depth (4, 6), and L2 regularization on tree leaves 

(l2_leaf_reg) (3, 5) [3]. Optimization is performed through GridSearchCV with catboost_classifier estimator, 

grid parameters as specified, and 3-fold cross-validation (cv=3) with verbosity level 2 to display the training 

process. The search results show that the best configuration is achieved at a combination of depth = 6, iterations 

= 100, l2_leaf_reg = 3, and learning_rate = 0.1, gridsearCV parameter can show on table 1.  
 

Table 1. GridSeachCV parameters 

Parameter Value Best 

iterations [100] 100 

learning_rate [0.05, 0.1] 0.1 

tree depth [4, 6] 6 

l2_leaf_reg [3, 5] 5 

 

The optimal learning rate of 0.1 was selected because it allows for gradual error minimization. This 

prevents the model from converging too quickly on a sub-optimal solution, thereby reducing the risk of 

overfitting during the 100 iterations. A depth of 6 was identified as the optimal complexity level. This depth is 

sufficient to capture non-linear interactions such as the relationship between review length (countword) and 

sentiment without making the model so complex that it loses generalization ability on new data. The best L2 

leaf regularization value of 5 provides a necessary penalty on leaf values. This is critical for handling the class 
imbalance found in the dataset majority Positive reviews, as it prevents the model from becoming overly 

sensitive to majority-class outliers. After the best GridsearhCV was choosed, the analysis continued by 

evaluating more in-depth derived metrics, Accuracy, F1-Score, and AUC for each sentiment class. These 

calculations are crucial for detecting whether the model tends to be biased towards the majority class or specific 

weaknesses in recognizing certain patterns. Furthermore, a qualitative analysis of the misclassified data was 

conducted to understand the context of the language or text features that failed to be processed correctly by the 

model, thus providing a comprehensive picture of the reliability of the built system, confusion matrix can show 

on figure 4. 
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Figure 4. Confusion Matrix 

 

Based on the Confusion Matrix visualization results above, it can be seen that the CatBoost model 

with optimal parameters has excellent ability in classifying Positive and Negative sentiments, indicated by the 

high number of correct predictions on the main diagonal (1,683 Positive data and 502 Negative data). However, 

the model shows significant weakness in detecting the Neutral class, where the model failed to predict a single 

data correctly (0 predictions), and instead classified all Neutral data as Negative (58 data) or Positive (22 data). 

This indicates that despite high global accuracy, the model is still biased towards the majority class and has 

difficulty distinguishing ambiguous sentiment patterns. The comparison results can be seen in Figure 5. 

 

 
Figure 5. Comparison of Model Performance 

 
Based on the performance comparison graph, the hyperparameter optimization process is proven to 

be able to consistently improve the performance of the CatBoost model across all evaluation metrics compared 

to the default settings. The improvement is seen in the Accuracy, which increased from 0.907 to 0.910, and the 

F1-Score, which increased from 0.893 to 0.897. The most prominent indicator of model quality improvement 

is reflected in the increase in the AUC value from 0.949 to 0.957, which indicates that the optimized model 

has superior generalization capabilities and inter-class separability in distinguishing review sentiments 

compared to the baseline model. Confusion matrix analysis showed that the most misclassifications occurred 

in neutral reviews, which are often categorized as positive. This occurs because many neutral reviews contain 

positive words but in ambiguous contexts, such as "the ride was fine, nothing special." In this case, the model 

tends to focus on the positive word "fine" without understanding the neutral nuance of the sentence. This 

condition strengthens the argument that TF-IDF is unable to capture semantic relationships between words and 
could be replaced by contextual embeddings in the future. From a business perspective, this finding is 

significant. Uber can implement CatBoost as a component of its real-time review monitoring system to improve 
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customer responsiveness. Negative reviews can be immediately prioritized for follow-up, for example, 

regarding driver delays, vehicle issues, or app errors. Conversely, positive reviews can be leveraged to identify 

service strengths that need to be maintained and even promoted in branding strategies. With >90% accuracy, 

the CatBoost model has proven reliable enough to support data-driven decision-making. While CatBoost’s 

Native Text Support provides a streamlined workflow, the TF-IDF + GridSearchCV approach yielded a higher 

AUC of 0.957, confirming that manual weighting of sentiment-bearing terms provides more granular 
sensitivity for Uber's specific customer. 

These results are consistent with previous research suggesting that boosting models, particularly 

CatBoost, outperform traditional methods such as Logistic Regression or Naive Bayes in large-scale text 

analysis. The experimental results confirm that CatBoost outperforms XGBoost and LightGBM in terms of 

stability and generalization, particularly when the dataset presents an imbalanced class distribution. By utilizing 

Ordered Boosting, the model achieved an AUC of 0.957, indicating a superior ability to distinguish between 

sentiment classes compared to default gradient boosting configurations, especially when the dataset has an 

imbalanced class distribution. A limitation of this research lies in the use of TF-IDF as a feature representation. 

Although effective, TF-IDF is only frequency-based and unable to capture semantic meaning. Therefore, 

further research can be directed at integrating deep contextual embeddings such as BERT or IndoBERT to 

improve the model's semantic understanding. Furthermore, the use of data balancing techniques such as 

SMOTE or ADASYN can also be explored to reduce bias due to class imbalance. Overall, this research 
confirms that the success of sentiment analysis is determined not only by the algorithm, but also by data quality, 

preprocessing techniques, feature representation, and hyperparameter optimization strategies. In this context, 

CatBoost with GridSearchCV proved to be the most effective combination for sentiment analysis on the Uber 

Customer Reviews Dataset 2024, as it produced the best balance between accuracy, precision, recall, and 

generalization ability. 

4. CONCLUSION 

This research demonstrates that the CatBoost algorithm, through its Ordered Boosting mechanism, 

provides a robust solution for sentiment analysis that minimizes overfitting better than rival algorithms like 

XGBoost and LightGBM, while the TF-IDF vectorization transforms text into numeric form, CatBoost’s ability 

to handle heterogeneous data—including review length and thumbs-up counts—resulted in a significant AUC 

improvement to 0.957. The experimental results confirm that tuning the model using GridSearchCV led to 
consistent performance enhancements across all metrics, with Accuracy rising from 0.907 to 0.910 and the F1-

Score increasing from 0.893 to 0.897. Most notably, the AUC score improved significantly from 0.949 to 

0.957, indicating a superior ability to distinguish between sentiment classes compared to the default model. 

Despite these strong global metrics, a granular analysis via the confusion matrix exposes a distinct bias; while 

the model exhibits exceptional precision in identifying Positive and Negative sentiments, it failed to correctly 

classify Neutral instances, misinterpreting them as polar sentiments due to the likely ambiguity of the text and 

class imbalance. To overcome the limitations identified in this study and further enhance predictive 

capabilities, several avenues for future research are recommended. First, addressing the issue of class 

imbalance is paramount; future works should incorporate synthetic data augmentation techniques, such as 

SMOTE or ADASYN, to improve the model's learning of minority classes, like the Neutral sentiment. Second, 

to better capture the nuance and context of ambiguous reviews that caused the misclassification in this study, 
shifting from traditional feature extraction to advanced deep learning architectures, such as BERT or 

RoBERTa, is highly advised. Finally, to provide more actionable business insights for application developers, 

the scope of analysis could be expanded to Aspect-Based Sentiment Analysis (ABSA), allowing for the specific 

identification of service components, such as driver behavior or app functionality, that drive user satisfaction 

or dissatisfaction. 
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