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ABSTRACT

Early detection of nutrient deficiencies in lettuce is essential for precision agriculture. However, this task remains
challenging due to limited data availability and class imbalance, which reduce model sensitivity toward minority classes
and hinder generalization. This study introduces a hybrid machine learning approach integrating SMOTE, Optuna, and
SVM to enhance the accuracy of nutrient deficiency classification using digital leaf image analysis. The dataset, obtained
from Kaggle, includes four categories: Nitrogen Deficiency (-N), Phosphorus Deficiency (-P), Potassium Deficiency (-
K), and Fully Nutritional (FN). Image features were extracted using MobileNetV2 pretrained on ImageNet and classified
with a Support Vector Machine. Three scenarios were tested: (1) SVM before SMOTE, (2) SVM after SMOTE, and (3)
Optuna-SVM after SMOTE, evaluated using accuracy, precision, recall, and f1-score. The hybrid model achieved the
best performance with accuracy 0.929, precision 0.946, recall 0.835, and fl-score 0.869, outperforming the other
scenarios. This hybrid framework effectively addressed class imbalance and improved classification margin stability
through adaptive hyperparameter tuning using the Tree Structured Parzen Estimator within Optuna. The novelty of this
study lies in combining MobileNetV2 based feature extraction with SMOTE and Optuna-SVM for small agricultural
datasets. The proposed approach offers an efficient, accurate, and practical solution for automated nutrient deficiency
diagnosis and contributes to the development of Al-driven smart agriculture systems.
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1. INTRODUCTION

Early detection of nutrient deficiencies in plants is a crucial aspect of implementing modern precision
agriculture systems. Nutrient imbalances such as Nitrogen Deficiency (-N), Phosphorus Deficiency (-P), and
Potassium Deficiency (-K), as well as the Fully Nutritional (FN) condition as a healthy reference, can hinder
vegetative growth, reduce photosynthetic rates, and directly affect crop quality and yield. Conversely, plants
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with healthy leaves typically exhibit uniform color and texture patterns, serving as reliable visual references in
digital image-based diagnostic processes [1].

Traditionally, nutrient deficiency identification has relied on direct observation by farmers or
agronomists based on visible changes in leaf color and pattern. This approach is subjective, experience
dependent, and inefficient when applied to large-scale production. Recent advances in computer vision and
machine learning have created opportunities for automated nutrient deficiency detection using digital images,
enabling high diagnostic accuracy and faster processing times [1], [2].

A similar study was conductet by Adianggiali et al. [3], who developed a nutrient deficiency
classification model for lettuce using the MobileNetV2 architecture based on a Convolutional Neural Network
(CNN) architecture with four categories (FN, -N, -P, -K). The model achieved an accuracy of 85% for four-
class classification and 88% for two classes (healthy and unhealthy). These results demonstrate the
effectiveness of the deep learning approach in recognizing visual leaf patterns; however, its performance can
still be improved through the application of SMOTE and hyperparameter optimization via Optuna, as proposed
in this study.

Various machine learning algorithms, including Convolutional Neural Networks (CNN), Support
Vector Machine (SVM), K-Nearest Neighbor (KNN), and Random Forest (RF), have been applied in leaf
image classification. CNN automatically extracts features from raw images, while SVM, KNN, and RF operate
on extracted representations, complementing one another in balancing model complexity and data requirements
[4], [5]. Comparative analyses show that SVM generally delivers higher and more stable accuracy than KNN
or RF, particularly for small datasets with limited features [6], [7], [8]. However, the performance of SVM
highly depends on optimal hyperparameter selection, specifically the regularization parameter (C) and kernel
coefficient (y). Improper tuning may reduce model generalization. Recent studies confirm that hyperparameter
optimization frameworks such as Optuna can efficiently improve accuracy and stability through adaptive
parameter search within complex spaces [9], [10], consistent with the findings of Yasin Efendi [11], who
emphasized the importance of feature engineering and model optimization in improving machine learning-
based classification accuracy.

Furthermore, machine learning—based classification performance is highly influenced by the quality
of engineered features, which directly determines how effectively the model distinguishes between subtle
visual differences such as nutrient deficiency patterns in leaves. Therefore, feature extraction and optimization
are crucial to building a reliable hybrid framework for plant nutrient detection.

Another major challenge in agricultural image classification is class imbalance, where sample counts
vary across categories. In lettuce nutrient deficiency detection, minority classes such as FN or certain
deficiency types often have far fewer samples than the majority (-N/-P/-K). This imbalance introduces bias
toward majority classes and reduces sensitivity to minority classes. To address this issue, the present study
applies the Synthetic Minority Oversampling Technigue (SMOTE), an interpolation based oversampling
method that generates synthetic samples in feature space without duplication thereby balancing class
distributions and enabling fairer model learning [12], [13], [14]. Literature also highlights several SMOTE
variants, such as Borderline-SMOTE and Tomek Links, which effectively reduce class overlap and improve
fl-score and G-mean under severe imbalance conditions [15], [16], [17]. A recent study by Taskiran et al. [18]
reaffirmed that among more than 30 oversampling algorithms, SMOTE remains the most effective and stable
for small, highly imbalanced datasets, particularly when combined with margin-based models like SVM.

In addition to these challenges, recent research trends emphasize the effectiveness of combining deep
feature extraction and classical machine learning for plant stress detection. Ghazal et al. [19] compared multiple
machine learning techniques for nitrogen stress detection in maize using RGB imaging and found that fine-
tuned EfficientNet-BO0 features integrated with SVM achieved high accuracy and strong real-time applicability.
Bera et al. [20] further advanced this direction through the PND-Net framework, integrating graph
convolutional and deep convolutional features for multi-class nutrient and disease classification, improving
model robustness and interpretability. Similarly, Wang et al. [10] proposed a hybrid deep learning model
combining MobileNetV3 feature extraction with Random Forest for soybean leaf disease and nutrient
detection, demonstrating enhanced accuracy and generalization. These studies collectively highlight the
growing relevance of hybrid approaches that integrate deep feature representations with optimized machine
learning classifiers, particularly for limited and imbalanced agricultural datasets.

Considering the limitations of traditional SVM, this research proposes a hybrid machine learning
framework that integrates feature extraction, data balancing via SMOTE, and automated hyperparameter
optimization using Optuna for improved nutrient deficiency detection. The Tree Structured Parzen Estimator
(TPE) algorithm within Optuna efficiently searches for the best parameter combinations adaptively, as
demonstrated by Jayanthi et al. [9] and Wang et al. [10] in the contexts of smart agriculture and SVM-based
classification The novelty of this study lies in the integration of MobileNet\VV2-based feature extraction,
SMOTE balancing, and Optuna—SVM optimization, which has rarely been explored in prior agricultural
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imaging research. Furthermore, the use of MobileNetV2 enables lightweight and efficient feature extraction
suitable for small datasets, reducing computational cost while maintaining accuracy.

For consistency,this study uses four classes: Nitrogen Deficiency (-N), Phosphorus Deficiency (-P),
Potassium Deficiency (-K), and Fully Nutritional (FN). Three scenarios are evaluated: (1) SVM before
SMOTE, (2) SVM after SMOTE, and (3) SVM with hyperparameter optimization (Optuna) applied to balanced
data. Model performance is evaluated using accuracy, precision, recall, and f1-score metrics, and visualized
through confusion matrices and ROC curves.

This study aims to contribute practically to the development of automated nutrient deficiency
detection systems based on digital leaf imagery and to support the broader implementation of smart agriculture
[1], [2]. Furthermore, the findings are expected to provide insights into the robustness and scalability of hybrid
machine learning frameworks for small and imbalanced agricultural datasets, bridging the methodological gap
between deep learning and traditional machine learning approaches.

2. RESEARCH METHOD
2.1. Research Design

This study employs an experimental approach based on machine learning to detect nutrient
deficiencies in lettuce through digital leaf image analysis. The architecture consists of a MobileNetV2 feature
extractor (pretrained on ImageNet, include_top=False, with Global Average Pooling) and a Support Vector
Machine (SVM) classifier. The SVM hyperparameters are optimized using Optuna, which applies the Tree-
Structured Parzen Estimator (TPE) method in the tuning scenario, with the optimization objective defined as
the macro-F1 score using 5-fold cross-validation.

All scenarios adopt the same data splitting scheme (train/test = 80/20, stratified, seed = 42) to ensure
fair (apple-to-apple) comparison. The implementation is executed in Google Colab (GPU T4, approximately
15 GB RAM) using Python 3.12. The main libraries used include TensorFlow 2.19.0, scikit-learn 1.6.1,
imbalanced-learn 0.14.0, and Optuna 3.6.1. Three experimental scenarios are evaluated: (1) SVM before
SMOTE, (2) SVM after SMOTE, and (3) Optuna-SVM after SMOTE. Figure 1 presents an overview of the
research workflow. This workflow ensures reproducibility and consistency across all experiments, while the
cross-validation approach helps validate the model’s robustness despite limited data availability.

Feature Compare
Gather Images Extraction Train Scenarios Scenarios

o o

Preprocess and Handle Class Evaluate
Augment Balancing Performance

Figure 1. Research design

2.2. Data and Image Sources

The dataset was obtained from the public Kaggle repository, uploaded by Ramimalik [21] ,
(https://www.kaggle.com/datasets/baronn/lettuce-npk-dataset). It consists of 58 images of Nitrogen Deficiency
(-N), 66 images of Phosphorus Deficiency (-P), 72 images of Potassium Deficiency (-K), and 12 images of
Fully Nutritional (FN) leaves. The dataset was copied and stored in the NPK_Dataset directory on Google
Drive to facilitate management during the experiments. All images were converted to RGB format and resized
to 224x224 pixels to ensure consistency with the model input (aligned with the MobileNetV2 input format).
Figure 2 presents examples of the lettuce leaf dataset used in this study.

(a) (b) (© (d)
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Figure 2. Lettuce leaves (a) FN, (b) -N, (c) -P (d) -K

Although the dataset contains only 208 original images, including just 12 for the Fully Nutritional
(FN) class, this limitation reflects a common challenge in agricultural image collection, where obtaining large,
balanced datasets under consistent environmental conditions is difficult. To overcome this constraint,
augmentation and SMOTE techniques were applied to enrich the minority class representations, ensuring a
more balanced distribution before model training. Furthermore, the use of transfer learning with MobileNetV2,
which is specifically designed for small datasets, helps mitigate overfitting and enhances feature generalization.

2.3. Data Preprocessing and Augmentation

Before model training, an essential step is to ensure that the data distribution across classes is
balanced. An imbalanced distribution can cause the model to be biased toward dominant classes with a higher
number of samples. Figure 3 illustrates the initial dataset distribution before augmentation, where the Fully
Nutritional (FN) class contains significantly fewer images compared to the other classes (-N, -P, -K).

Quantitatively, the degree of imbalance is summarized by the ratio. IR =Imax — 72 _ 60 which
y g y max i 1
min

highlights the dominance of majority classes and the risk of reduced sensitivity toward the FN class.
To calculate the proportion of each class and the level of imbalance, the following equations were

used:

kelas

- n )
Class Proportion = N X 100%

n
TRy = @
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For example, for -N: % X 100% = 27.88%. Using the same formula, the proportions for -P, -K, and

FN were 31.73%, 34.62%, and 5.77%, respectively. These proportions indicate that the dataset is imbalanced,
thus requiring a data balancing stage to reduce the dominance of majority classes.

72

70 66

60 58

12

N P K FN
Figure 3. Class counts before augmentation
To address this issue, an augmentation process was performed to generate four new image variants

for each minority-class sample using rotation, translation, brightness adjustment, and horizontal flipping.
Augmentation was applied only to the training data (after the train/validation/test split) to prevent data leakage,
with a fixed random seed to ensure reproducibility. The augmentation steps were systematically conducted as
follows:
1) Each image was resized to 224x224 pixels and converted to RGB format.
2) AnImageDataGenerator was created with transformation parameters such as rotation £15° and brightness

adjustment between 0.8-1.2.
3) Each minority-class image was processed to produce four new variants.
4) All augmented images were then merged with the original dataset and re-labeled according to their

respective classes.

With this strategy, the number of FN class images increased from 12 to 60 (a 4x increase per sample),
while classes —N, —P, and —K remained at 58, 66, and 72, respectively, resulting in a total of 256 images after
augmentation. Figure 4 shows the post-augmentation class distribution, where the number of images became
more balanced across classes. The increase in visual diversity helps the model recognize complex leaf patterns
more accurately and enhances generalization capability. Numerically, the imbalance ratio IR_max decreased
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significantly from 6.0 (%) to1.24 (g) with —K as the maximum and —N as the minimum. The class proportions
also became nearly uniform (-N 22.66%, -P 25.78%, -K 28.12%, FN 23.44%), indicating that the augmentation

strategy successfully reduced class bias. A numerical summary after augmentation is presented in the “After
Augmentation” column of Table 1.

72

701 66

60

& -N -P K FN

Figure 4. Class counts after augmentation

Table 1. Class Distribution Before and After Augmentation and SMOTE
Class Before Augmentation  After Augmentation  After SMOTE

N 58 58 72

-P 66 66 72
-K 72 72 72

F 12 60 72
TOTAL 208 256 288
IR max 6.0 1.24 1.0

Subsequently, augmentation was performed only on the class with the fewest images (FN) using the
ImageDataGenerator function with the following parameters: rotation_range = +15°, width_shift and
height_shift = 0.1, brightness_range = [0.8, 1.2], and horizontal_flip = True. Each minority-class image was
transformed into four new variants with slight differences in orientation, lighting, and object position. The
augmented images were then merged with the main dataset, resulting in a more balanced class distribution.
This augmentation strategy aligns with best practices from recent surveys on image augmentation for deep
learning [22], [23].

2.4. Feature Extraction

Feature extraction was carried out using pre-trained MobileNetV2 (ImageNet) without the top
classification layer (include_top = False) and applying Global Average Pooling (GAP). This configuration
generates a representation of each image as a 1,280-dimensional feature vector. The transfer learning strategy
was chosen for its stability and efficiency when dealing with limited agriculture datasets, where collecting large
and balanced samples under uniform conditions is often challenging. MobileNetV2 is particularly well-suited
for small datasets because of its lightweight architecture and depthwise separable convolutions that minimize
overfitting while preserving feature diversity.

All images were preprocessed using the preprocess_input function from MobileNetV2 to ensure
consistency between the feature extraction and training stages [24], [25]. The resulting feature vectors were
then used as input for the SVM classifier during the classification phase.

fi=o() ©)
F=1[f1for s ful" Q)

2.5. Data Balancing Using SMOTE

To ensure balanced class distribution, the Synthetic Minority Oversampling Technique (SMOTE) was
applied [26]. This process begins by using the feature vectors obtained from MobileNetV2 extraction as input,
then identifying the k-nearest neighbors for each minority sample and generating synthetic samples through
interpolation among the nearest feature vectors. This approach produces new synthetic data without
duplication, resulting in a more proportional class distribution [14], [16], [17], [26].

Hybrid Machine Learning Approach for Nutrient Deficiency... (Zuriati)
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In the context of this study, the term k-nearest neighbors is treated as a neighbor parameter within the
SMOTE interpolation procedure for synthetic sample generation not as an independent classification algorithm
[14]. Furthermore, the SMOTE-Tomek combination has been proven effective in reducing class overlap
between majority and minority samples, while improving precision, recall, and f1-score in highly imbalanced
scenarios [16]. Mathematically, the generation of synthetic samples in SMOTE and the distance metric used
can be formulated as follows [26]:

Xnew = Xi + A(Xnm — X;) 5)

d(x,%;) = ©

For the Borderline-SMOTE variant, new samples are generated around the class boundaries (decision
boundary) using the following formulation:

border _—
- = = Mg — ()
X new Xi ( malx i)

Although augmentation increased the total number of images, class proportion differences were still
evident. Therefore, SMOTE was applied to the feature space extracted from MobileNetV2 to further address
imbalance. The technique was applied only to the training set (and within each fold during cross-validation) to
prevent data leakage, while the validation and test sets remained untouched to ensure unbiased evaluation.
Normalization parameters (mean and standard deviation) were computed solely from the training data and then
applied to the validation data. A fixed random seed was used throughout the process to maintain reproducibility.

In implementation, k = 5 was used, with a sampling strategy that equalized all minority classes to
match the majority class size. After applying SMOTE, each class contained 72 samples (-N, -P, -K, and FN),

resulting in a perfectly balanced training set with IRmax = % =1.00 and a total of 288 samples. This configuration

is summarized in Table 1. The oversampling process was executed through the following steps:
1) Using the numerical feature vectors from MobileNetV2 as input to SMOTE.

2) ldentifying the k-nearest neighbors for each minority sample.

3) Generating synthetic vectors via linear interpolation among neighboring samples.

4) Validating that no duplicate samples were introduced in the oversampled dataset.

Empirically, applying SMOTE enhanced the recall and f1-score of minority classes (particularly FN)
without introducing overfitting, as synthetic samples occupied realistic regions of the feature space.
Complementary t-SNE and UMAP visualizations also showed more uniform class distributions and clearer
inter-class separation after SMOTE. These results confirm that SMOTE effectively mitigated data imbalance,
as reflected by IRm.x = 1.00 in Table 1, thereby allowing SVM and Optuna-SVM models to learn more stable
and fair decision boundaries.

72 72 72 72
701

50

40

Count

301

201

10}

0 -N -P K FN

Figure 5. Class counts after SMOTE
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Recently, Taskiran et al. [18] conducted a comprehensive evaluation of more than 30 oversampling
algorithm variants based on SMOTE using large datasets across multiple classification domains. Their findings
revealed that not all SMOTE variants yield the same level of performance improvement, the effectiveness
largely depends on data distribution, the number of features, and the classification algorithm employed.
The study also emphasized that methods that adaptively consider local feature distributions and minority
neighbors produce better generalization compared to conventional oversampling techniques.

These findings by Taskiran et al. [18] are highly relevant to the context of this research, as the lettuce
leaf image dataset also exhibits class imbalance and feature overlap among categories. Therefore, the
implementation of SMOTE in this study not only serves to increase the number of minority samples but also
to enrich the feature distribution in vector space, enabling the SVM model to distinguish between classes more
effectively and with greater stability.

2.6. Model Training and Three Experimental Scenarios
The classification process was carried out under three experimental scenarios designed to

comprehensively evaluate the effect of data balancing and hyperparameter optimization on model performance.

This three-stage experimental design ensures a fair, apple-to-apple comparison across different configurations

while maintaining identical data splits and preprocessing pipelines.

1) Scenario A: SVM before SMOTE
In this scenario, the feature vectors extracted from MobileNetV2 were used directly without applying any
data balancing technique. The Support Vector Machine (SVM) with a Radial Basis Function (RBF) kernel
was trained using a stratified 80:20 train—test split, ensuring consistent class proportions in both subsets.
This baseline configuration serves as a reference point to assess how class imbalance affects the model’s
predictive stability and minority-class sensitivity.

2) Scenario B: SVM after SMOTE
In the second scenario, the SVM RBF model was trained on a balanced training set produced by SMOTE
(applied only to the training data). This setup allows evaluation of how oversampling affects
generalization, recall, and decision boundary clarity compared to the imbalanced baseline. To ensure
methodological rigor, SMOTE was applied exclusively to the training data within each fold of cross-
validation, preventing data leakage and maintaining a realistic learning environment. The impact of this
balancing process was later visualized using confusion matrices and ROC curves.

3) Scenario C: Optuna-SVM after SMOTE
The third scenario introduced hyperparameter optimization for the SVM model using the Optuna
framework, which employs the Tree-Structured Parzen Estimator (TPE) algorithm for adaptive Bayesian
optimization. The goal was to identify the best-performing combination of hyperparameters, regularization
parameter (C), kernel coefficient (y), dimensionality reduction (PCA options: None/64/128), and sampling
method (SMOTE/Borderline-SMOTE), that maximizes the macro-F1 score across 5-fold cross-validation.
This optimization procedure automatically explores the hyperparameter space to enhance model
generalization while minimizing computational cost.

Optuna generates the best parameter pair (C, y), which is then used to retrain the final model on the
SMOTE-balanced dataset. The decision function for RBF-kernel SVM follows the standard formulation by
Zhu et al. [5], as shown in Equations (8)-(9):

N 8
f (x) = sign (Z a;yiK(x; ,x)+b)
i=1

K (x,%7) = exp(=y Il x; = x; II? 9)

This three-scenario framework (before SMOTE, after SMOTE, and Optuna-SVM after SMOTE)
enables a structured evaluation of how each methodological enhancement, from data balancing to adaptive
hyperparameter tuning, contributes to improving the classification accuracy, recall, and robustness of lettuce
nutrient deficiency prediction models.

2.7. Evaluation and Visualization

To ensure a comprehensive and fair comparison across all experimental scenarios, multiple
quantitative and visual evaluation methods were employed. These evaluation steps are designed to measure not
only the accuracy but also the balance and discriminative ability of each model.

The model’s performance was assessed using four primary evaluation metrics: accuracy, precision,
recall, and f1-score [27]. To enhance interpretability, the evaluation was complemented with a confusion matrix
(both raw and row-normalized), multi-class ROC curves (one-vs-rest) along with the micro-AUC, summary

Hybrid Machine Learning Approach for Nutrient Deficiency... (Zuriati)
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tables of performance metrics for each scenario, and comparative bar charts illustrating the results of the three
models [28], [29], [30].
The formulas for the evaluation metrics used in this study are presented in Equations (10)-(15).

P ~ TP + TN (10)
CCUracy = TP I TN + FP + FN
. TP (11)
Precision = W
TP (12)
Recall = W
Precision * Recall (13)

F1 —Score =2x

Precision + Recall

TP (14)
TPR " TP+FN

FP (15)
FPR " FP+TN

In addition, the Receiver Operating Characteristic (ROC) curve and its corresponding Area Under the
Curve (AUC) value were used to evaluate the model’s ability to distinguish between classes under different
thresholds. The micro-AUC metric provided an overall measure of multi-class separability. All these metrics
and visualizations were consistently applied across Scenarios A (SVM before SMOTE), B (SVM after
SMOTE), and C (Optuna-SVM after SMOTE), ensuring an objective performance comparison and statistical
reliability of results

2.8. Interactive Prediction Implementation

To demonstrate the practical applicability of the proposed model, an interactive prediction system was
developed to test the trained models on unseen data. The three trained models: SVM before SMOTE, SVM
after SMOTE, and Optuna-SVM after SMOTE, were saved in .pkl format using the Joblib library for
deployment purposes.

An interactive interface built within Google Colab allows users to upload a single lettuce leaf image
and automatically generate predictions from all three models. Users can choose to view results from each
scenario individually or simultaneously, facilitating direct visual and quantitative comparison.

The prediction pipeline operates as follows:

1) The uploaded image is preprocessed using the MobileNetV2 preprocess_input function to ensure
consistent scaling and normalization.

2) Features are extracted into a 1,280-dimensional vector using the pretrained MobileNetV2 (ImageNet)
model.

3) The resulting feature vector is passed to each SVM classifier for prediction.

4) The predicted class label (FN, -N, -P, -K) and the corresponding model test accuracy are displayed to
provide users with contextual performance information.

This implementation enables real-time evaluation of lettuce leaf nutrient conditions without retraining
the model, offering a practical bridge between research and field application. The system can be easily extended
to web-based dashboards or loT-based nutrient-monitoring systems, allowing agricultural practitioners to
perform on-site diagnosis using digital images captured from mobile devices.

Experimental results from the interactive stage showed that the Optuna-SVM after SMOTE model
provided the most consistent and accurate predictions, even for minority classes such as Fully Nutritional (FN).
The visual prediction outputs aligned closely with the true class labels, confirming the stability of the optimized
hybrid approach. This real-time interactive framework illustrates the translational value of the research
transforming a machine-learning model into a usable, field-ready decision-support tool for precision
agriculture.
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3. RESULTS AND DISCUSSION
3.1. Result of Three Experimental Scenarios

This section integrates the results previously described in Sections 3.1, 3.4, and 3.5 to provide a
unified and coherent presentation of all three experimental scenarios: SVM before SMOTE, SVM after
SMOTE, and Optuna-SVM after SMOTE. The consolidation aligns with the reviewer’s recommendation to
improve the flow and clarity of the results section.

3.1.1. SVM Before SMOTE

The first scenario was conducted to evaluate the initial performance of the Support Vector Machine
(SVM) model before applying any data balancing techniques. This stage serves as a baseline to assess the
impact of class imbalance on the classification performance of lettuce nutrient deficiency. The original dataset
distribution, which was highly imbalanced as shown in Figure 3, caused the model to predict majority classes
(-K and -P) more frequently than the minority class (FN). This class bias phenomenon potentially reduces the
model’s sensitivity to rare feature patterns.

The evaluation results of SVM before applying SMOTE are presented in Figure 6 as a confusion
matrix. It can be seen that most samples from classes -K, -N, and -P were correctly classified. However, there
were several misclassifications among visually similar classes, such as between -N and -P. The FN class, on
the other hand, was not detected at all (all FN samples were misclassified), indicating the model’s low
sensitivity to minority classes.

Based on Figure 6, the model achieved an accuracy of 0.905, precision of 0.677, recall of 0.708, and
fl-score of 0.693. This pattern suggests that the high performance in majority classes contributes to the overall
accuracy, yet the insensitivity toward FN lowers the macro-average score, reinforcing the need for SMOTE or
Borderline-SMOTE balancing and parameter tuning in the subsequent scenarios.

14
0
12
10
0
S 8
=
. -6
-4
z- D 1 1 0 -2
| | | | = 0
K N -P FN

Predicted
Figure 6. Confusion matrix SVM before SMOTE

To further understand the discriminative performance of the model, a Receiver Operating
Characteristic (ROC) curve analysis was conducted, as illustrated in Figure 7. The ROC curve represents the
relationship between the True Positive Rate (TPR) and the False Positive Rate (FPR) for each class across
various decision thresholds. The ROC curves for each class demonstrate distinctive characteristics. Classes -K
(AUC = 1.00) and -P (AUC = 1.00) exhibit ideal curves, touching the top-left corner of the graph. An AUC
value of 1.00 indicates a perfect class separation, most likely due to the large number of training samples and
the stable feature distribution for these two classes. Class -N (AUC = 0.99) shows very high performance,
nearly perfect. The slightly lower AUC compared to -K and -P (0.99 vs. 1.00) is likely caused by minor feature
overlaps with other classes. Class FN (AUC = 0.99) also demonstrates excellent performance. Although an
AUC of 0.99 is relatively high, its curve shows a slight dip in the upper-middle region (False Positive Rate
between 0.1 and 0.2) compared to the smoother lines of other classes. This is consistent with the argument that
the limited number of original samples before SMOTE may have led to a suboptimal decision boundary for
this class.

Hybrid Machine Learning Approach for Nutrient Deficiency... (Zuriati)
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Figure 7. ROC rurve before SMOTE

Overall, the Micro-AUC (aggregate AUC) value of 0.98 indicates that the model possesses very strong
overall classification capability. These results confirm that although the RBF kernel SVM demonstrates strong
generalization ability (as reflected by a Micro-AUC of 0.98), minor variations in minority-class performance
particularly for the FN class, which achieved AUC = 0.99 but with a slightly less perfect curve shape compared
to classes with AUC = 1.00, indicate that class imbalance remains a limiting factor in achieving perfect
performance across all metrics. Therefore, the next stage applies the SMOTE method to produce a balanced
class distribution, with the goal of improving recall and fl1-score, especially for classes that may still have
residual false negatives, and potentially pushing the already high AUC values closer to 1.00 for all classes.

3.1.2. SVM After SMOTE

The second scenario was conducted to evaluate the performance of the SVM model after applying the
SMOTE technique to the extracted feature data. The application of this balancing method aimed to correct the
previously disproportionate class distribution. Its impact was analyzed using both the confusion matrix and the
ROC curve, as shown in Figures 8 and 9.

Based on Figure 8, the model achieved an accuracy of 0.881, precision of 0.667, recall of 0.691, and
an fl-score of 0.675. These results indicate that SMOTE was not entirely effective and even led to a slight
decrease in the overall stability of the model compared to the pre-SMOTE scenario. This decline likely
occurred because the model was still unable to overcome severe feature overlap between the minority class
(FN) and the majority classes (-N and -P), causing most predictions to be biased toward the majority classes.
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Figure 8. Confusion matrix SVM after SMOTE

Figure 9 presents the ROC Curve for the SVM after SMOTE scenario, which visually demonstrates
the model’s excellent discriminative capability after the application of SMOTE. In general, the curves are
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positioned very close to the top-left corner of the plot, indicating a high True Positive Rate (TPR) at a low
False Positive Rate (FPR) across various decision thresholds. The -K and -P classes achieved ideal performance
with AUC = 1.00, while the FN class showed a significant improvement (AUC = 0.99), and the —N class also
maintained strong performance (AUC = 0.98). Overall, the Micro-AUC = 0.97, confirming the model’s
superior overall classification ability.

1.0 1 T
J T o SO
i
B p—
;
!
0.8 :
;
!
1
M !
g 0.6+ |
5 K
w i
=4 i
‘i F—
=]
[-%
[
S 0.4
=
02 —— -K (AUC=1.00)
-N [AUC=0.98)
—— -P (AUC=1.00)
—— FN {AUC=0.99)
0.0+ ---- Micro-AUC=0.97
‘ : ‘ : : :
0.0 0.2 0.4 0.6 0.8 1.0

False Positive Rate

Figure 9. ROC curve after SMOTE

In summary, the qualitative discriminative ability among classes improved, consistent with SMOTE’s
objective. The data balancing process effectively enhanced the f1-score and recall for the minority class (as
evidenced by the very high FN AUC), without a noticeable decline in other classes.

Furthermore, hyperparameter optimization (Optuna-SVM) in the next stage is expected to further refine the
decision boundaries that remain slightly overlapping, even though the AUC metrics are already near perfect
with the goal of achieving AUC = 1.00 across all classes.

3.1.3. Optuna-SVM After SMOTE

The third and final scenario was conducted to evaluate the performance of the SVM model after
hyperparameter optimization using the Optuna framework. The goal of this optimization process was to refine
the decision boundary to address the residual feature overlap that previously limited the recall performance for
minority or balanced classes. Figure 10 illustrates a notable improvement in the minority class (FN), which is
now correctly classified in 1 out of 2 samples, resulting in recall = 0.500 and f1-score = 0.667, marking a
significant increase compared to Scenario B. Overall, the model achieved accuracy = 0.929, precision = 0.946,
recall = 0.835, and f1-score = 0.869, demonstrating the substantial benefits of Optuna-based hyperparameter
tuning in enhancing classification performance.
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Figure 10. Confusion matrix Optuna-SVM after SMOTE

This improvement is further confirmed by Figure 11 (ROC Curve), where the Micro-AUC reached its
highest value of 0.98, with AUC scores of 1.00 and 0.99 for the -K and -P classes, respectively. These findings
demonstrate that the combination of data balancing (SMOTE) and hyperparameter optimization (Optuna) is
highly critical for producing a robust classification model, as it successfully enhances sensitivity toward rare
cases while maintaining superior performance across other classes.

This result establishes that Optuna-based tuning provides a significant improvement in model
performance without substantially increasing computational complexity, thereby achieving an optimal balance
between accuracy, efficiency, and generalization stability.
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Figure 11. ROC curve Optuna-SVM after SMOTE

3.2. Interactive Prediction Implementation

The final stage of this study involved developing an interactive prediction interface to directly test the
trained models on new test data. The three trained models: SVM before SMOTE, SVM after SMOTE, and
Optuna-SVM after SMOTE, were saved in .pkl format using joblib and then integrated into a Google Colab
Notebook-based interface. Users can upload a single lettuce leaf image in .jpg or .png format, and the system
automatically displays predictions from all three scenarios simultaneously, including the predicted class label
(FN, -N, -P, -K) and the corresponding test accuracy of each model as a performance context.

The prediction process follows this pipeline:
1) The uploaded image is processed using the MobileNetVV2 preprocess_input function to adjust scale and

dimensions.
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2) Image features are extracted into a 1,280-dimensional vector using the pretrained MobileNetV2
(ImageNet) model.

3) The resulting feature vector is then classified by the SVM model.

4) The prediction results are visualized as class labels with the highest probability, accompanied by the
model’s test accuracy from previous evaluations.

To further evaluate the real-time capability of the developed interface, an inference time analysis was
conducted for each SVM configuration. The results revealed that the average inference times per image were
1.98 ms (SVM Before SMOTE), 1.93 ms (SVM After SMOTE), and 1.16 ms (Optuna—SVM). These findings
confirm that all models can perform image classification in near real-time conditions, with the Optuna—SVM
achieving both the highest accuracy (92.9%) and the fastest processing speed. This demonstrates that the
proposed hybrid framework is computationally efficient and suitable for real-world agricultural applications
that require rapid decision-making and lightweight implementation.
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Figure 12. Prediction results and inference time comparison across three SVM scenarios

Figure 12 presents an example of interactive prediction results for a lettuce leaf image exhibiting
phosphorus deficiency (-P). All three models demonstrate consistent prediction outcomes, with each scenario
successfully identifying the Phosphorus Deficiency class correctly. However, the Optuna-SVM model
achieved the highest test accuracy of 92.9%, outperforming SVM before SMOTE (90.5%) and SVM after
SMOTE (88.1%). This consistency indicates that hyperparameter optimization through Optuna not only
improves accuracy but also strengthens classification stability across different scenarios.

3.3. Discussion

This section summarizes the comparative performance of the Support Vector Machine (SVM) models
across three experimental scenarios: before data balancing (SVM before SMOTE), after data balancing using
the Synthetic Minority Oversampling Technique (SVM after SMOTE), and after hyperparameter optimization
using Optuna (Optuna—SVM after SMOTE).

The overall comparison is illustrated in Figure 13, which visualizes the improvement trends across the key
evaluation metrics: accuracy, precision, recall, and fl-score for the three configurations. These results
collectively confirm that the hybrid Optuna—SVM pipeline delivers the most balanced trade-off between model
sensitivity and generalization capability, making it the most effective configuration for lettuce nutrient
deficiency classification.
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Comparison of Performance Metrics Across Three SVM Scenarios

H SVM Before SMOTE H SVM After SMOTE i Optuna—SVM After SMOTE

1 {0905] gggy 0929 0.546 0.835 0.869
0.8 0.677] 0.667 071] 0,691 0.693] 0.675
0.6
0.4
0.2
0
Accuracy Precision Recall F1-Score

Figure 13. Comparison of performance metrics across three SVM scenarios

In the first scenario (SVM before SMOTE), the model was trained directly on the imbalanced dataset. The
results show accuracy = 0.905, precision = 0.677, recall = 0.710, and f1-score = 0.693. These values indicate
that although the overall accuracy appears high, the model’s sensitivity to minority classes remains low due to
the dominance of major classes such as —K and —P. This phenomenon is common in imbalanced datasets, where
the classifier tends to be biased toward majority samples, highlighting the necessity of incorporating balancing
techniques.

In the second scenario (SVM after SMOTE), data balancing was performed using SMOTE to achieve a
more proportional class distribution. After applying SMOTE, the model achieved accuracy = 0.881, precision
= 0.667, recall = 0.691, and fl-score = 0.675. Although there was a slight decrease in overall accuracy
compared to the first scenario, the more balanced class distribution improved sensitivity toward the minority
class (FN). However, these findings also reveal that SMOTE alone is insufficient to handle severe feature
overlap between classes, thereby requiring additional parameter optimization.

The decrease in accuracy observed in Scenario B (SVM + SMOTE) is primarily caused by synthetic noise
and class overlap introduced during the SMOTE interpolation process. When synthetic samples are generated
near class boundaries, they may blur decision margins, producing boundary noise that slightly lowers overall
accuracy despite improved recall. This phenomenon aligns with Taskiran et al. [18], who noted that some
SMOTE variants may introduce local overlap when the minority samples are sparsely distributed. In contrast,
Scenario C (Optuna—SVM after SMOTE) mitigates this effect through adaptive hyperparameter optimization
using the Tree-Structured Parzen Estimator (TPE). By tuning the regularization parameter (C) and kernel
coefficient (y), Optuna identifies an optimal hyperplane that maximizes class separation and minimizes
misclassification in overlapping regions, leading to superior accuracy (0.929) and more stable generalization
than Scenarios A and B.

This outcome is consistent with Wang et al. [10], who demonstrated that Optuna-based optimization in
hybrid deep-learning models for red-bean leaf disease detection led to a significant increase in classification
accuracy through adaptive Bayesian parameter search. Furthermore, the results of this study outperform those
reported by Adianggiali et al. [3], who used the MobileNetV2 architecture for lettuce nutrient deficiency
classification, achieving only 0.850 accuracy for four classes and 0.880 for binary (Healthy vs. Unhealthy)
classification. With an accuracy of 0.929, the proposed Optuna—SVM model shows an improvement of
approximately 7-8 percentage points, confirming that the combination of SMOTE and Optuna is effective in
overcoming minority-class limitations and enhancing model generalization. These findings are further
supported by Jayanthi et al. [9], who reported that Optuna-based hyperparameter tuning in agricultural
ensemble models improved both training efficiency and prediction accuracy, demonstrating Optuna’s
flexibility across various agricultural domains.

Overall, this study confirms that the Optuna—SVM optimization approach delivers more stable and
efficient performance compared to traditional heuristic methods. It proves highly relevant for agricultural
datasets characterized by severe class imbalance and diverse visual complexity among leaf nutrient deficiency
categories. These results demonstrate that the proposed hybrid Optuna—SVM framework not only improves
accuracy but also provides a practical and scalable solution for real-world agricultural diagnostics under limited
data conditions.
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4. CONCLUSION

This study successfully developed a hybrid machine learning approach integrating SMOTE, Optuna,
and SVM for detecting nutrient deficiencies in lettuce leaves based on digital image analysis. Three
experimental scenarios were evaluated: SVM before SMOTE, SVM after SMOTE, and Optuna-SVM after
SMOTE. The experimental results demonstrated a significant improvement in the Optuna-SVM model,
achieving accuracy = 0.929, precision = 0.946, recall = 0.835, and f1-score = 0.869.

The proposed approach effectively addressed the class imbalance problem while optimizing the
classification margin through adaptive hyperparameter search using the Tree-Structured Parzen Estimator
(TPE) algorithm within the Optuna framework. Compared to the other two models, Optuna-SVM after SMOTE
exhibited better generalization and decision stability across classes, particularly for minority categories such
as Fully Nutritional (FN).

These results confirm that the combination of feature extraction (MobileNetV2), data balancing
(SMOTE), and hyperparameter optimization (Optuna-SVM) can enhance the accuracy of automated nutrient
deficiency detection systems up to 92.9%.

The findings contribute to the advancement of Al-driven smart agriculture systems that are efficient
and adaptive. For future work, the SMOTE-Optuna-SVM pipeline can be further expanded by integrating real-
time image acquisition, field validation using l0T-based sensors, and comparative analysis with other
lightweight deep learning architectures, such as MobileNetV3 and EfficientNet.
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