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ABSTRACT  
 
Artificial intelligence (AI) is a key enabler of digital transformation in telecommunications, improving operational 
efficiency and customer experience. However, telecom companies face governance challenges such as regulatory 
compliance risks, security vulnerabilities, and limited risk management capabilities, hindering effective AI adoption. This 
case study aims to address AI adoption challenges by developing an ambidextrous AI governance framework based on 
COBIT 2019 and DevOps. Using design science research methodology, the framework was designed and evaluated 
through semi-structured interviews with key TelCo stakeholders and validated with internal documents until data 
saturation was reached. The analysis applied the ambidextrous COBIT 2019 framework across seven governance 
components. Governance and Management Objectives (GMOs) were prioritized based on design factors, devops,  national 
regulations (SOE Minister No.PER-2/MBU/03/2023 and ICT Minister No.5/2021), and literature. As a result, APO12 
(Managed Risk) was selected as the key objective. Recommendations include formalizing AI governance roles, enhancing 
AI-related risk training, and implementing advanced GRC and automation tools. This improvement will increase the 
APO12 maturity level from 3.83 to 4.66. This improvement will enhance TelCo’s capabilities in risk management, 
compliance, and innovation, offering practical insights for practitioners and contributing to the academic discourse on 
ambidextrous AI governance for sustainable digital transformation. 
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1. INTRODUCTION  

In this era of rapid technological advancement and the emergence of Industry 4.0, organizations are 
increasingly embracing digital transformation (DT) to boost value creation and address evolving operational 
demands [1]. Digital transformation is a comprehensive process of change in which organizations integrate 
digital technologies [2]. It reshapes business models, processes, and customer interactions, driving innovation 
and competitiveness [3],[4]. While DT brings significant benefits, challenges like high costs and data security 
concerns persist. However, successful DT enables organizations to optimize resources and improve service 
delivery [5],[6],[7]. Effective IT governance mechanisms have been identified as critical enablers that influence 
the success of DT initiatives, ensuring alignment between business strategies and IT capabilities [8]. The 
telecommunications sector, in particular, faces significant challenges and new opportunities as connectivity 
and digital integration reach unprecedented levels [9],[10]. Regulatory initiatives aimed at modernizing the 
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telecommunication industry, coupled with global events like the pandemic, have accelerated the adoption of 
DT. Consequently, DT has shifted from a strategic option to a necessary condition for business resilience and 
competitiveness amid constant change [11]. DT's primary goal is to boost organizational effectiveness and 
efficiency by transforming business processes, communication infrastructures, and operational frameworks 
[12]. 

Artificial Intelligence (AI) plays a vital role in driving DT by improving operational efficiency and 
customer service in telecommunications [13]. AI helps TelCo optimize networks, personalize interactions, and 
predict maintenance needs, supporting faster innovation and better resource management [2],[14]. However, 
deploying AI also raises governance challenges such as data privacy and transparency that must be managed 
carefully to ensure successful implementation [15]. As a state owned enterprise (SOE) in the 
telecommunications sector, TelCo operates under regulatory frameworks such as Ministerial Regulation No. 
PER-2/MBU/03/2023 [16], this regulation establishes standards for IT governance in SOEs. In this context, 
robust AI governance is essential to address these challenges and ensure that AI transformation initiatives are 
executed securely, efficiently, and in full compliance with regulations [17]. AI governance involves the 
creation and implementation of frameworks, policies, and processes that ensure AI systems operate ethically, 
legally, and in alignment with societal values [18],[19]. Effective AI governance requires a multidisciplinary 
and collaborative approach that integrates technological, legal, and social dimensions, with continuous 
monitoring and adaptation to keep pace with rapid AI advancements [20].  

To effectively address these challenges, it is essential to implement ambidextrous IT governance. 
Ambidextrous IT governance is the ability to simultaneously pursue exploration, which focuses on innovation 
and new IT capabilities, and exploitation, which optimizes existing IT resources for efficiency [12].This dual 
approach enhances organizational agility to effectively respond to changing environments [8]. Ambidextrous 
IT governance is defined as “a synergistic combination of agile-adaptive and traditional mechanisms that 
balance exploration, emphasizing flexibility, innovation, and adaptability, also exploitation, which prioritizes 
stability, control, and efficiency, allowing organizations to optimize their digital and IT risks and resources 
toward value realization” [11]. Managing emerging technologies like AI requires this balance to ensure both 
innovation and strong controls over privacy and ethics [21]. The effectiveness of ambidextrous IT governance 
has been demonstrated in improving digital transformation success and organizational performance [22],[23]. 

Previous research emphasizes the importance of IT governance (ITG) in ensuring the success of digital 
transformation [12]. COBIT 2019 is commonly used to guide ITG implementation due to its comprehensive 
approach to measuring and monitoring IT performance [24]. Furthermore, DevOps practices support 
transformation by accelerating development through automation and collaboration, enabling organizations to 
adopt new technologies, such as AI, more effectively [25],[26]. COBIT 2019 is an IT governance framework 
that helps organizations align IT with business goals [27]. The framework includes 40 objectives across five 
domains and allows for customization through design factors and focus areas [28]. DevOps focus area is 
emphasized as a crucial focus, highlighting the importance of development operations collaboration. According 
to [25], DevOps refers to a set of principles and practices that facilitate cooperation among software 
development teams and other stakeholders throughout the agile software development lifecycle [29],[26]. 
Through empirical studies employing the Delphi method, Mulyana et al.[8] demonstrated the substantial 
influence of ambidextrous IT governance, which integrates traditional and agile-adaptive methods, on the 
successful execution of DT initiatives [30]. This model has been validated in the banking sector, demonstrating 
its effectiveness in improving organizational performance through the implementation of key governance 
mechanisms [6]. Previous banking research has extensively applied COBIT 2019 frameworks focusing on 
governance and management objectives, IT services, risk management, information security, and DevOps 
[21],[29]. This study adopts an ambidextrous approach by combining the traditional principles of COBIT 2019 
with the focus area of DevOps to develop a flexible yet structured AI governance framework tailored for 
telecommunications [22],[23],[31]. Due to the dynamic and complex nature of the telecommunications 
industry, this integrated governance model balances stability and agility to enhance the success and 
sustainability of AI digital transformation in the telecommunications sector (TelCo) [32],[33]. 

However, these studies primarily focus on banking and finance sectors, leaving a gap in understanding 
how ambidextrous IT governance can be applied to telecommunications. This study definitively fills that gap 
by applying the ambidextrous COBIT 2019 framework combined with DevOps to create an AI governance 
model tailored for TelCo. The novelty of this research lies in its focus on the telecommunications industry, 
balancing stability and agility while addressing AI governance challenges, including data privacy and 
compliance. Prior research did not fully explore these challenges. 

TelCo is a major telecommunications provider in Indonesia, offering mobile and internet services 
nationwide. The company has advanced its digital infrastructure with 4G/LTE and 5G networks while 
supporting digital inclusion and sustainability. This case study explores how TelCo manages its digital 
transformation, focusing on an ambidextrous AI governance framework and providing insights for other 
telecom companies. This research makes a significant contribution to both academia and practice by addressing 
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the need for AI governance frameworks that balance innovation and control in the dynamic 
telecommunications industry. 

2. RESEARCH METHOD  

This study utilized the Design Science Research (DSR) adopted from Hevner [34]. DSR combines 
theoretical understanding with practical application, making it suitable for designing governance frameworks 
in information systems [35]. This study also adopts a case study approach, following Yin’s [36] 
recommendation for exploring complex phenomena in real-life settings. The case study method is ideal for 
investigating how TelCo implements ambidextrous AI governance to support its digital transformation, 
specifically addressing the “how” and “why” questions related to the integration of COBIT 2019 and DevOps. 

Figure 1 presents a modified version of the conceptual framework originally proposed by Hevner [34], 
which consists of three core components: the environment (people, organizations, technology), the knowledge 
base (foundational theories and methodologies), and information systems research, which involves creating 
and evaluating artifacts using inputs from both the environment and the knowledge base. 

Figure 2. Research Process 

Figure 2 the research follows a DSR process with four stages adapted from Johannesson and Perjons [37]: 
identifying the problem, specifying requirements through semi-structured interviews, designing and 
constructing governance artifacts based on COBIT 2019 and DevOps, and demonstrating the process with a 
roadmap focused on resources, risks, and value [38]. Table 1. presents the details of the interviews conducted. 
 

Table 1. Primary Data 
Respondent Position Justification for Selection 

Respondent 1 (R1) Network Architecture Division Responsible for emerging technology adoption and AI integration in 
network infrastructure. 

Respondent 2 (R2) Integration Management Office 
Performance Monitoring Lead 

Strategies for emerging technologies and digital transformation, with 
a focus on AI 

Respondent 3 (R3) General Manager Charging Platform Responsible for managing the IT structure, competitive strategy, and 
employee training for AI-based systems. 

Respondent 4 (R4) General Manager of Service Delivery 
Management 

Leads AI-based optimization of network services and is directly 
involved in AI risk management. 

Figure 1. DSR Research Method adapted from Hevner [34] 
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Respondent Position Justification for Selection 

Respondent 5 (R5) Strategic Technology Research and 
Collaboration Manager 

Focus on strategic planning for AI, agile development, and risk 
evaluation for emerging technology. 

Respondent 6 (R6) General Manager of IT Budgeting & 
Strategic Alignment 

Oversees COBIT process assessments for AI, which crucial for AI 
governance. 

 
Data was collected through 6 (six) respondent interviews during the period of February-May 2025. 

The respondents were selected based on their roles in TelCo's digital transformation and AI governance. The 
selection focused on respondents' experience in adopting emerging technologies, particularly AI, and 
implementing COBIT 2019. Table 2 presents the secondary data used to support the primary data in analyzing 
TelCo’s condition to identify necessary improvement recommendations. 

 
Table 2. Secondary Data 

Secondary Data Description 
TelCo Profile The overview of the company 
TelCo Organizational Structure The hierarchy and organizational structure of TelCo 
TelCo Annual Report 2023 Yearly report detailing the company’s financial and operational performance. 

TelCo Sustainability Report 2023  TelCo’s actions and programs aimed at achieving social, environmental, and economic 
sustainability objectives. 

TelCo Governance Policy Report  A document or report that outlines the TelCo's specific governance policies. 
Regulation It includes policies that relate to TelCo's business operations and processes. 

 
Data from semi-structured interviews were triangulated with internal secondary documents on Table 2 is 

an iterative process was conducted until data saturation was reached, ensuring that no new themes or 
information emerged, in accordance with Fusch and Ness [39]. This approach strengthened the validity and 
reliability of the research findings [40],[41]. The data analysis prioritized design factors and DevOps focus 
areas, evaluated GMOs with literature and regulatory integration, assessed maturity levels across governance 
components to identify gaps, and formulated prioritized improvement recommendations based on resource, 
risk, and value. This led to a structured implementation roadmap and impact evaluation. 

3. RESULTS AND DISCUSSION  

3.1 GMO Prioritization Result 
At this stage, the priority scores shown in Table 3 are derived from four main parameters: regulatory 

frameworks including ICT Minister No.5/2021[42] and SOE Minister No.PER-2/MBU/03/2023 [16], the 
Design Factors from COBIT 2019 [28], and the DevOps Focus Area [25] within COBIT 2019. Additionally, 
findings from three previous AI [13],[19],[18]. The final priority rankings are calculated by averaging these 
weights, ensuring a comprehensive balance between regulatory requirements, governance models, and 
academic insights. 

Table 3. GMO Prioritization Result 

ITGM Objective 

COBIT 
2019 

Design 
Factors 

[28] 

COBIT 
2019 

DevOps 
[25] 

ICT 
Minister 

Regulation  
[42] 

SOE 
Minister 

Regulation 
[16] 

AI 
Governance 

Paper 1  
[18] 

AI 
Governance 

Paper 2 
 [13] 

AI 
Governance 

Paper 3  
[19] 

Final 
Score 

APO12—Managed 
Risk 85 33 100 100 100 100 100 88 

 
Based on Table 3 the final score of 88 for ITGM objective APO12—Managed Risk was calculated as the 

average of several criteria scores: The COBIT 2019 Design Factor scored 85; the COBIT 2019 DevOps Focus 
Area scored 33; and the ICT MINISTER NO.5/2021 and SOE Ministerial Regulations each scored 100. Three 
previous studies also scored 100. Based on its alignment with the framework, DevOps practices, national 
regulations, and relevant literature, this assessment indicates that APO12 is a high-priority objective. 

3.2 Gap Analysis Result 
1) Process Component 

Table 4 shows the evaluation of process component capabilities by measuring how well each activity 
related to the IT Governance and Management objective is performed.  
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Table 4. Process Component 
Management Practice Achievement Capability Level 

APO12.01 Collect data 100% F (Fully) 2 
100% F (Fully) 3 
100% F (Fully) 4 

APO12.02 Analyze risk 92% F (Fully) 3 
50% F (Partially) 4 
100% F (Fully) 5 

APO12.03 Maintain a risk profile 100% F (Fully) 2 
100% F (Fully) 3 
100% F (Fully) 4 

APO12.04 Articulate risk 75% L (Largely) 3 
100% F (Fully) 4 

APO12.05 Define a risk management action portfolio 100% F (Fully) 2 
100% F (Fully) 3 

APO12.06 Respond to risk. 100% F (Fully) 3 
100% F (Fully) 4 
100% F (Fully) 5 

 
In Table 4 the results indicate that the capacity levels vary across different areas, some fully meet 

the targets, while others need additional development to improve their capabilities. 
 

2) Organizational Structure Component 
Table 5 below outlines the organizational roles that TelCo needs to establish to fulfill the GMO, 

especially APO12—Managed Risk. 

Table 5. Organizational Structure Component 
Organization 

Structure Source Current State 

Chief Information 
Officer 

COBIT 2019 The CIO role is carried out by the Director of Information Technology, who is 
responsible for overall IT strategy and management. 

Chief Information 
Security Officer 

COBIT 2019 Chief Information Security Officer (CISO) role is carried out by the Director of 
Information Technology. 

Business Process 
Owners 

COBIT 2019 They are identified within the respective business units. 
accountability for process management and performance related to IT risk. 

Head Development COBIT 2019 This function are handled by the IT Customer Touchpoint and Digital Product 
Solutions Group . 

Head IT Operations COBIT 2019 The Head IT Operations role is represented by Vice President of IT Operation & 
Infrastructure. 

Information Security 
Manager 

COBIT 2019 Handled by the ICT Security Management Group under the Directorate of 
Information Technology. 

Privacy Officer COBIT 2019 Privacy Officer role is held by the compliance and legal units under the Finance 
and Risk Management Directorate. 

Project Management 
Office 

COBIT 2019 PMO function is managed by the Planning & Transformation Directorate, 
overseeing coordination and supervision of strategic projects. 

Head IT Administration COBIT 2019 Head of IT Administration are integrated within units under the IT Directorate, 
primarily under the IT Operation and Infrastructure Group. 

Service Manager COBIT 2019 The Service Manager function is carried out by the Manager IT Service Quality 
& Performance Management. 

Business Continuity 
Manager 

COBIT 2019 BCM role at TelCo is managed by the Business Continuity Manager and 
Infrastructure Risk Manager. 

Chief Risk Officer COBIT 2019 Run by the Director of Finance and Risk Management who leads the company's 
risk. 

Chief Technology 
Officer 

COBIT 2019 The CTO function is carried out by the Director of Information Technology 

Chief Digital Officer COBIT 2019  The CDO is carried out by the Director of Planning & Transformation. 
Enterprise Risk 
Committee COBIT 2019  There is a Risk Management Committee that oversees the company's risks. 

Data Management 
Function COBIT 2019  The Data Management team at TelCo drives business improvements by 

collecting, processing, and visualizing data. 

Head Architect COBIT 2019  Architect role at TelCo is managed by the IT Enterprise Architecture and 
Strategy Group 
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Table 5 shows that TelCo has a complete organizational structure, but the Development, Operations, 
Risk, and Compliance teams still work separately. To succeed with DevOps, there needs to be more 
collaboration between IT and business teams so processes can be faster and results better. 

 
3) Information Component 

The following Table 6 Shows information outputs for each management practice that must be 
fulfilled to achieve the APO12—Managed Risk GMO. 

Table 6. Information Component 
Management Practice Information Output Current State 

APO12.01 Collect data Emerging risk issues and 
factors 

TelCo captures digital and operational risks, as well as 
integration risks. 

Data on risk events and 
contributing factors 

Operational cyber threat and incident monitoring systems are 
used to routinely collect risk event data. 

Data on the operating 
environment relating to risk 

Monitoring of regulatory risks, market competition and 
macroeconomic conditions is carried out periodically. 

APO12.02 Analyze risk Risk analysis results TelCo conducts risk analysis according to ISO 31000:2018 
standards, covering cybersecurity, and digital transformation. 

I&T risk scenarios Various IT risk and digital transformation scenarios are analyzed 
for mitigation and planning. 

Scope of risk analysis efforts Risk analysis covers all business lines and key functions related 
to digital transformation and services. 

APO12.03 Maintain a 
risk profile 

Aggregated risk profile, 
including status of risk 
management actions 

Aggregated risk profiles with monitoring of mitigation status are 
conducted by the Risk Management Committee and reported to 
the Board of Directors. 

Documented risk scenarios by 
line of business and function 

Risk scenarios are documented in detail by business line and 
related functions 

APO12.04 Articulate 
risk 

Risk analysis and risk profile 
reports for stakeholders 

Risk reports are periodically submitted to internal stakeholders, 
including the Board of Commissioners and Board of Directors. 

Results of third-party risk 
assessments 

External risk assessments are conducted by third parties, 
particularly for cybersecurity and compliance. 

Opportunities for acceptance of 
greater risk 

TelCo identifies and evaluates opportunities to accept higher 
risks in the context of digital innovation. 

APO12.05 Define a risk 
management action 
portfolio 

Project proposals for reducing 
risk 

Various strategic projects and programs are implemented to 
mitigate risks, including strengthening cybersecurity and IT 
transformation. 

APO12.06 Respond to 
risk 

Risk impact communication Risk impact communication is carried out through internal 
reports and structured risk management forums. 

Risk-related root causes Root cause analysis of risks is performed to ensure continuous 
improvement actions. 

Risk-related incident response 
plans 

Risk incident response plans including disaster recovery and 
cyber security response have been prepared and tested regularly. 

 
In Table 6 TelCo has a strong foundation in managing traditional risk information, it faces challenges 

with AI digital transformation risks. There are gaps in the timely detection, automated monitoring, and 
integration of real-time AI risk data.  

 
4) People, Skills, and Competencies Component 

Table 7 presents the set of skills required to effectively achieve the GMO APO12—Managed Risk. 

Table 7. People, Skills, and Competencies Component 
Skills Current State 

Business risk 
management 

TelCo has a robust risk management function. Skilled staff handle business and digital 
transformation risks and receive periodic training and certifications. 

Information 
assurance 

Information security management is a key focus, supported by cybersecurity training and ISO/IEC 
27001 certification. However, AI risk and digital technology skills require improvement. 

Risk management 
TelCo has a structured risk management system. Its dedicated team is skilled in identifying, 
analyzing, and mitigating risks. The team receives continuous training and adheres to 
international best practices. 
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In Table 7 TelCo has strong competencies in business risk and information assurance supported by 
Finance & Risk and IT teams but needs to improve AI risk training and cross-functional coordination for 
effective governance. 
 

5) Principles, Policies, and Procedures Component 
The following Table 8 shows the relevant policies of each management practice that must be achieve 

the ITGM Objective APO12—Managed Risk. 

Table 8. Principles, Policies, and Procedures Component 
Policy Current State 

Enterprise risk 
policy 

TelCo has implemented a comprehensive enterprise risk management policy aligned with ISO 
31000. The policy is supported by an active Risk Management Committee and regular 
documentation and socialization to ensure compliance. 

Fraud risk policy TelCo has a fraud risk management policy that covers prevention, detection, and handling. This 
policy is supported by a whistleblowing program, internal audits, and anti-fraud training. 

 
In Table 8 shows TelCo has strong traditional risk policies but lacks agility in AI and digital risks, 

with limited DevOps integration and room for improvement in detection, monitoring, and response. 
 

6) Culture, Ethnics, and Behavior Component 
The following Table 9 shows the key culture elements of each management practice that must be 

met to achieve the ITGM objective APO12: Managed Risk. 

Table 9. Culture, Ethnics, and Behavior Component 
Key Culture Elements Current State 

To support a transparent and participatory risk culture, senior management 
should set direction and demonstrate visible and genuine support for 
incorporation of risk practices throughout the enterprise. Management 
should encourage open communication and business ownership for I&T-
related business risk. Desirable behaviors include aligning policies to the 
defined risk appetite, reporting risk trends to senior management and risk 
governing bodies, rewarding effective risk management, and proactively 
monitoring risk and progress on the risk action plan. 

TelCo's senior management has a strong 
commitment to a transparent risk 
culture, supporting risk practices and 
open communication. They ensure 
accountability through business 
ownership and incentivize effective risk 
management with reward programs, 
while continuously monitoring risk and 
progress. 

 
In Table 9 TelCo has established a solid foundation for risk culture, yet gaps remain in the 

formalization of reward systems, proactive risk monitoring, and the integration of risk culture within 
DevOps practices. 

 
7) Service, Application, and Infrastructure Component 

The following Table 10 shows the service, application, and infrastructure of each management 
practice that must be met to achieve the ITGM objective APO12—Managed Risk. 

Table 10. Service, Application, and Infrastructure Component 
Service, Infrastructure, 

and Application Current State 

Crisis management 
services 

TelCo has established crisis management services with response plans, continuity frameworks, 
and communication channels. These are supported by regular drills. 

Governance, risk and 
compliance (GRC) tools 

TelCo uses GRC platforms for risk, compliance, and governance, supporting automated 
workflows and reporting, though AI risk governance integration is still developing. 

Risk analysis tools TelCo employs risk analysis tools for modeling, scoring, and impact assessment; however, 
these tools require enhancement for real-time AI risk analytics. 

Risk intelligence 
services 

TelCo uses internal and external intelligence services to identify and mitigate risks, with 
ongoing improvements needed in AI risk intelligence. 

In Table 10 shows TelCo has foundational risk management services, but improvements in 
automation, system integration, and advanced analytics are needed to address AI-driven and digital risks 
effectively. 
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3.3 Potential Improvement 
Following a gap analysis of seven capability components against the priority IT Governance and 

Management objective APO12—Managed Risk, the next phase involves identifying the necessary 
improvements for the TelCo. Tables 11 outlines key improvements in people, processes, and technology based 
on identified gaps. 

Table 11. Potential Improvement 
Component Type Gap Potential Improvement 

People Aspect    
Organizational 
Structure 

Responsibility 
& 
Communication 

TelCo lacks strong collaboration 
between IT and business teams, 
causing silos that limit effective 
DevOps and AI governance 
integration. 

Key improvement is building cross-functional 
DevOps teams that combine IT, business, and 
AI governance to improve communication, 
speed delivery, and support responsible AI 
transformation. 

People, Skills, and 
Competencies 
Component 

Skill & 
Awareness 

TelCo has limited skills in 
managing AI risks and uneven 
coverage of risk training. 

Implement specialized AI risk management 
training and certification programs to promote 
consistent risk awareness across the 
organization. 

Culture, Ethics, and 
Behavior Component 

Communication TelCo lacks formal reward systems 
and has not sufficiently integrated 
risk culture into DevOps practices. 

Add and implement reward and recognition 
programs that encourage proactive risk 
management and integrate risk culture with 
DevOps. 

Process Aspect    
Process Procedure TelCo's AI and digital risk 

considerations have not been fully 
integrated into its existing risk 
management procedures. 

Update risk management procedures by 
explicitly incorporating steps to mitigate AI 
and emerging digital risks. 

Principles, Policies, 
and Procedures 
Component 

Policy TelCo's enterprise and fraud risk 
policies do not adequately address 
the risks associated with AI and 
digital transformation. 

Revise risk and fraud policies by adding AI 
risk frameworks and strengthening oversight 
mechanisms. 

Information Record TelCo's risk reporting systems lack 
integration of real-time AI risk data 
and automation. 

Improve information systems by integrating 
real-time AI risk intelligence into risk 
reporting and dashboards. 

Technology Aspect    
Service, Infrastructure, 
and Application 
Component 

Tools TelCo has GRC and risk analysis 
tools with limited automation and 
AI-based risk analytics capabilities. 

Implement advanced governance, risk, and 
compliance (GRC) platforms and risk analytics 
tools that support AI risk analysis and 
automated monitoring. 

 Feature TelCo's crisis management services 
lack real-time, AI-powered incident 
detection and automated response 
features. 

Develop and add AI-enabled real-time incident 
detection and automated response features 
within crisis management and disaster 
recovery services. 

 
In Table 11 highlights TelCo’s key gaps in managing AI and digital risks across people, processes, and 

technology. Improvements are needed in AI risk training, embedding AI risk in processes, updating policies, 
and enhancing automation and AI-driven analytics in tools and crisis management services. Addressing these 
will strengthen TelCo’s governance and risk management in line with its digital transformation goals [43]. 

3.4 Resource, Risk, and Value (RRV) Analysis 
Priorities were established by aggregating the total scores of all proposed improvements. The 

recommendations with the highest scores were classified as top priorities and organized according to the three 
categories: people, process, and technology [44]. In the RRV analysis, each criterion (Resource, Risk, and 
Value) was assigned a qualitative rating of Low, Medium, or High. These ratings were then converted into 
numerical values. Low is 1, Medium is 2, and High is 3. The Resource criterion evaluated whether internal 
resources, a mix of internal and external resources, or only external resources were needed for implementation. 
The Risk criterion assessed the potential negative impact of failure on the organization, while the Value 
criterion focused on the expected performance improvement. These ratings were multiplied to calculate a final 
score for each recommendation using the formula Score = Resource × Risk × Value. Based on the score, the 
recommendations were classified into three categories: Low (1–9) represents low-priority improvements with 
fewer resources and lower risks, Medium (10–18) indicates medium-priority improvements balancing 
resources, risk, and value, and High (19–27) are high-priority improvements with more resources, higher risks, 
and significant value. 
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Table 12. RRV Analysis 
No Potential Improvement Final Score Category 

1 
Key improvement is building cross-functional DevOps teams that combine IT, 
business, and AI governance to improve communication, speed delivery, and 
support responsible AI transformation. 

18 Medium 

2 Implement specialized AI risk management training and certification programs. 12 Medium 

3 Add and implement reward and recognition programs to encourage proactive risk 
management and integrate risk culture with DevOps. 12 Medium 

4 Update risk management procedures by incorporating AI and emerging digital risk 
mitigation steps explicitly. 12 Medium 

5 Revise risk and fraud policies by adding AI risk frameworks and strengthening 
oversight mechanisms. 12 Medium 

6 Improve information systems by integrating real-time AI risk intelligence into risk 
reporting and dashboards. 8 Low 

7 Implement advanced GRC platforms and risk analytics tools supporting AI risk 
analysis and automated monitoring. 8 Low 

8 Develop and add AI-enabled real-time incident detection and automated response 
features within crisis management and disaster recovery services. 8 Low 

Table 12 shows that most improvements are categorized as "Medium" priority, with a few falling under 
"Low" priority. These improvements are manageable within TelCo’s existing resources, focusing on enhancing 
AI integration, risk management, and communication. No recommendations reached "High" priority due to the 
relatively manageable scale of the improvements, which do not involve significant resource demands or pose 
high risks, but rather focus on more gradual, incremental changes. 

3.5 Implementation Roadmap 
This study has completed data collection and analysis as of May 2025. Based on the RRV analysis. Table 

13 presents a proposed implementation roadmap intended to guide TelCo in applying the recommended 
improvements from 2026 to 2027. The roadmap reflects prioritized initiatives and is designed as a strategic 
recommendation rather than an executed or ongoing implementation plan. 

Table 13. Implementation Roadmap 

 
📋📋= Planning/Preparation    🛠🛠= Implementation/Development   📊📊= Monitoring & Evaluation 
 

Table 13 shows outlines TelCo’s proposed plan to strengthen its people, processes, and technology from 
2026 to 2027. It depicts the roadmap for further development. 

3.6 Impact of Recommendation Implementation 
Figure 3 shows the impact of the improvement implementation on TelCo through a comparison of 

capability levels before and after the improvement was implemented. 
 

No Potential Improvement 2026 2027 
Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 

People Aspect 

1 
Key improvement is building cross-functional DevOps teams that 
combine IT, business, and AI governance to improve communication, 
speed delivery, and support responsible AI transformation. 

📋📋 🛠🛠 🛠🛠 🛠🛠 📊📊    

2 Implement specialized AI risk management training and certification 
programs.  📋📋 🛠🛠 🛠🛠 🛠🛠 📊📊   

3 Add and implement reward and recognition programs to encourage 
proactive risk management and integrate risk culture with DevOps.   📋📋 🛠🛠 🛠🛠 🛠🛠 📊📊  

Process Aspect 

4 Update risk management procedures by incorporating AI and emerging 
digital risk mitigation steps explicitly. 📋📋 🛠🛠 🛠🛠 🛠🛠 📊📊    

5 Revise risk and fraud policies by adding AI risk frameworks and 
strengthening oversight mechanisms.  📋📋 🛠🛠 🛠🛠 🛠🛠 📊📊   

6 Improve information systems by integrating real-time AI risk 
intelligence into risk reporting and dashboards.   📋📋 🛠🛠 🛠🛠 🛠🛠 📊📊  

Technology Aspect 

7 Implement advanced GRC platforms and risk analytics tools supporting 
AI risk analysis and automated monitoring. 📋📋 🛠🛠 🛠🛠 🛠🛠 📊📊    

8 
Develop and add AI-enabled real-time incident detection and 
automated response features within crisis management and disaster 
recovery services. 

 📋📋 🛠🛠 🛠🛠 🛠🛠 📊📊   
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Figure 3 shows the maturity level increase from 3.83 to 4.66, was estimated by conducting a gap 
analysis between the current condition (3.83) and the target in the assessment process. Then, the total sum of 
the improvements was divided by the 6 (six) practices under APO12 to calculate the final maturity level. 
Table 14 presents the status of TelCo’s organizational structure, information, people, skills, culture, policies, 
services, infrastructure, and applications before and after implementing the recommended IT governance 
improvements. 

Table 14. Estimation of Impact on Governance Component 

Previous State State After Recommendation 

Organization Structure Component  

TelCo’s IT and business teams work separately with limited 
collaboration, causing slow feedback and reduced agility 

Integrated cross-functional DevOps teams that combine IT, 
business, and AI governance. This improves communication, 
speeds delivery, and enhances digital transformation outcomes. 

Information Component 

Risk reporting systems lack integration of real-time AI risk 
data and automation; risk intelligence tools not fully utilized. 

Enhanced risk reporting systems integrating real-time AI risk 
intelligence and automation; implementation of advanced risk 
intelligence tools. 

People, Skills and Competencies Component 

Limited AI risk management skills and uneven coverage of 
risk training; no specialized certification programs. 

Implementation of specialized AI risk management training and 
certification programs such as CRISC, ISO31000:2018 Risk 
Management, and ERM certifications. 

Culture, Ethics, and Behavior 
Risk culture exists but reward systems are informal and risk 
awareness integration with DevOps practices is insufficient. 

Established formal reward and recognition programs; integrated 
risk culture fully with DevOps practices. 

Principles, Policies, and Procedures 
Existing policies do not adequately cover AI and digital risks; 
privacy aspects are insufficiently addressed in ISMS 
guidelines. 

Revised and expanded policies including AI risk frameworks and 
strengthened privacy guidelines within ISMS and risk 
management. 

Services, Infrastructure, and Applications 
Limited use of governance, risk, and compliance (GRC) tools; 
crisis management lacks AI-powered incident detection and 
automated response features. 

Deployment of advanced GRC platforms and AI-enabled crisis 
management services with real-time incident detection and 
automated response capabilities. 

 
Table 14 shows key improvements in TelCo’s governance, including better AI risk data integration, 

enhanced skills through training, a stronger risk culture with reward programs, updated AI risk policies, and 
the deployment of advanced GRC and AI-powered crisis management tools. 

3.7 Discussion 
TelCo's review confirms that three governance components Oganizational Structure, Information, 

Principles, Policies, and Procedures already align with key COBIT 2019 and SOE mandates. These components 
provide clear roles, complete risk data cycles, and ISO 31000-aligned policies. The other four components 
People, Skills and Competencies, Culture, Ethics, and Behavior, Services, Infrastructure, and Applications still 
lag. They need AI-risk training, a stronger DevOps-oriented culture, updated procedures for real-time AI 
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Figure 3. Estimation of Impact Recommendation Implementation 
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controls, and automated GRC/analytics tools. This contrast clearly identifies where TelCo is compliant and 
where targeted improvements are still required. This finding is consistent with Mulyana et al. [21], who 
highlight the importance of a strong organizational foundation and clear policies in AI governance but show 
the need to strengthen technology and culture, particularly in automation, real-time AI risk monitoring, and 
fostering an adaptive innovation culture. These findings align with those of Birkstedt et al. [13], who observed 
that telecom firms with mature structures still struggle to embed AI-oriented risk analytics and DevOps culture, 
and Slimani et al.[2], who reported similar gaps between policy maturity and technological readiness in AI-
driven network projects. This study's main contribution is developing an ambidextrous AI governance 
framework, combining traditional COBIT 2019 principles with agile DevOps practices, highlighting the critical 
role of technology and culture in effective AI governance. Our framework is different from other studies in 
banking and finance[8],[15],  Those studies offered governance models for specific sectors and did not focus 
on integrating DevOps or AI-specific risk controls. Our framework extends the lens to telecommunications, 
explicitly incorporating DevOps practices, AI-risk metrics, and real-time GRC tooling. This fills in the missing 
information and explains the methods used in earlier work. The framework provides a customized solution for 
telecommunications, balancing AI risk management, innovation, and compliance, enriching both academic and 
practical AI governance. 

4. CONCLUSION  

This study developed an ambidextrous AI-governance framework that fuses COBIT 2019 with DevOps, 
tailored for TelCo. The framework effectively addressed gaps in leadership roles, risk training, automation, 
and risk management practices. This led to an estimated increase in the APO12 Managed Risk maturity level, 
from 3.83 to 4.66. Although the case study approach provides deep insights into TelCo’s specific context, the 
findings may be applicable only to a limited extent to other organizations or industries due to contextual 
differences. Nevertheless, this research contributes to the academic literature by applying ambidextrous IT 
governance concepts to AI governance in the relatively unexplored field of telecommunications. In practice, it 
offers TelCo and similar organizations a structured, adaptive model that balances innovation and control to 
ensure secure, compliant, and sustainable AI adoption. This study is limited to the telecommunications sector, 
so its findings may not be directly applicable to other industries. Future research must test the framework across 
diverse contexts and use quantitative methods. The study is complete. TelCo will roll out the recommended 
actions during 2026–2027. 
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