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ABSTRACT  

 

This research focuses on accurately classifying pneumonia in children under the age of 5 using X-ray images, considering 

the challenge of an imbalanced dataset. A modified VGG-16 CNN architecture is evaluated for pneumonia classification 
in Chest X-Ray Images. The study compares testing results with and without data augmentation techniques and explores  

the potential application of the model in an Android-based machine learning system for pneumonia diagnosis assistance.  

Using a dataset of 5,856 Chest X-Ray images categorized as normal or pneumonia, obtained from Kaggle, the research 

conducts two test scenarios: one without data augmentation and another with data augmentation techniques. The modified 

VGG-16 CNN algorithm's performance is evaluated using the accuracy metric. The results highlight the effectiveness of 
data augmentation in improving pneumonia classification accuracy. The augmented tests outperform the non-augmented 

ones, achieving an impressive 92% accuracy, indicating a significant 15% improvement over the non-augmented scenario. 

This improvement underscores the efficacy of data augmentation techniques in enhancing the CNN's ability to accurately 

classify pneumonia, particularly when faced with an imbalanced dataset. Furthermore, the research explores the potential 

integration of the trained model into an Android-based machine learning system for pneumonia diagnosis assistance. This 
integration would enable doctors to analyze X-ray images and identify potential pneumonia cases in patients. The 

integration of advanced machine learning systems in healthcare holds promise for improving patient care and the accuracy 

of pneumonia diagnoses. In summary, this research contributes to the accurate classification of pneumonia in children 

under 5 years old using X-ray images. It emphasizes the efficacy of data augmentation techniques in enhancing 

classification accuracy and explores the practical application of an Android-based machine learning system for 
pneumonia diagnosis assistance. These findings underscore the importance of advanced machine learning systems in 

healthcare and their potential to improve pneumonia diagnosis accuracy and enhance patient care. 
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1. INTRODUCTION  

Over the past few decades, there has been a profound transformation in human work and lifestyle due 

to Artificial Intelligence (AI) [1][11]. AI involves the creation of computer systems capable of emulating 

human intelligence and behavior [10]. Machine Learning (ML), a specialized field of AI, is being actively 

explored in several industries, with a particular emphasis on healthcare [2]. In the healthcare sector, ML finds 

application in diverse areas such as predicting diseases, multi-disease prediction, assisting in surgical 

procedures, personalized medicine, and detecting medical images [3]. 

Pneumonia, also known as "wet lung," is a prevalent type of lung disease globally [4][5]. It refers to 

the inflammation of the alveoli, which can occur in either one or both lungs. The condition is characterized by 

the accumulation of fluid or pus in the affected alveoli, leading to symptoms such as coughing up phlegm, 

fever, and respiratory difficulties [5]. The primary causes of pneumonia are bacterial, viral, or fungal infections 

[6]. Approximately 450 million individuals worldwide contract pneumonia annually [7]. 

While pneumonia can affect individuals of all ages, certain groups are particularly vulnerable, such 

as children under the age of 5 and adults over the age of 65, especially those with pre-existing lung conditions 

[8]. Pneumonia, which is classified as an infectious disease, is the primary cause of death among children on a 

global scale [9]. In 2019, the World Health Organization (WHO) reported that pneumonia caused around 14% 

of deaths among children between the ages of 0 and 5, leading to an estimated 740,180 fatalities. 

Pneumonia has emerged as a significant issue that demands effective management. Therefore, early 

detection of pneumonia is crucial. One method used for pneumonia detection is through X-ray imaging. X-ray 

images play a critical role in aiding doctors in diagnosing various diseases [12]. However, the manual diagnosis 

of X-ray images by physicians can be time-consuming [13], necessitating the need for computer-assisted 

automatic diagnostics to assist doctors in analyzing numerous X-ray images of patients potentially afflicted 

with pneumonia. 

The Convolutional Neural Network (CNN) is a remarkably efficient algorithm specifically designed 

for handling image data within Neural Networks (NN) [14]. The CNN architecture is specifically crafted to 

capture significant features from images, making it ideal for tasks like image classification, object detection, 

and image recognition. CNNs employ convolutional layers to apply filters and identify patterns in images, 

followed by pooling layers to decrease spatial dimensions, and fully connected layers fo r tasks like 

classification or regression [15]. CNNs have exhibited exceptional performance across a wide range of 

computer vision tasks, establishing them as the preferred algorithm for image-related applications.  

In the study conducted by Sharma et al. [5], the primary emphasis of the study was on utilizing 

Convolutional Neural Networks (CNNs) for feature extraction and classification of pneumonia cases. The 

researchers utilized two distinct CNN architectures: one incorporating a dropout layer and th e other lacking a 

dropout layer. The testing process involved training both CNN architectures using both the original dataset and 

an augmented dataset. The findings revealed that the most favorable performance was observed in the testing 

scenario that employed the dropout layer and data augmentation, achieving an accuracy rate of 90 .68%. This 

suggests that the inclusion of dropout layers and data augmentation techniques contributed to improved 

classification accuracy in pneumonia detection using CNNs. 

In a similar study conducted by Maysanjaya [12], a  CNN architecture have two convolutional layers 

were utilized, each having a filter size of 32. After the convolutional layers, the model included two max-

pooling layers and three dense layers. The Rectified Linear Unit (ReLU) activation function was utilized  

throughout the network, and the Adam optimization algorithm was employed. The testing phase was conducted 

from the 25th  to the 200th epoch, with observations taken at intervals of every multiple of 25 epochs. The 

study reported an average accuracy value of 89.58% for the classification task. These findings suggest that the 

CNN architecture employed by Maysanjaya demonstrated good performance in pneumonia detection, 

achieving a high level of accuracy in the classification task. 

In their research, Nugroho et al. [16] conducted an experiment on pneumonia classification using two 

algorithms: CNN (Convolutional Neural Network) and CNN-ELM (Convolutional Neural Network-Extreme 

Learning Machine). The study explored different input image sizes to assess their impact on algorithm 

performance. The results revealed that both algorithms achieved their highest performance when the input 

image size was set at 200x200 pixels. For the CNN algorithm, the accuracy reached 84.78%, while the CNN-
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ELM algorithm achieved an accuracy of 93.59%. The findings indicate that the CNN-ELM algorithm 

demonstrated superior performance compared to the CNN algorithm in pneumonia classification. Moreover, 

the results also underscore the significant impact of input image size on the classification performance. 

This study focuses on the detection and classification of pneumonia using Convolutional Neural 

Networks (CNNs). Pneumonia is a prevalent lung disease with significant global health implica tions, especially 

for vulnerable populations like children and the elderly. Ea rly detection is crucial for effective management 

and timely intervention. To assist healthcare professionals in diagnosis and treatment, the writer aims to 

investigate the performance of CNN algorithms in detecting and classifying pneumonia from X-ray images. 

This research seeks to provide insights that can improve the accuracy and efficiency of pneumonia diagnosis 

using CNN algorithms and medical imaging. The plan is to explore different CNN architectures, evaluate the 

impact of techniques such as dropout layers and data augmentation, and assess the influence of input image 

size on classification accuracy [17]. By conducting this research, the writer aims to contribute to the 

development of reliable and efficient automated systems for pneumonia detection , which can improve patient 

outcomes and assist healthcare providers in their decision-making process. 

In the mentioned study, the authors employed the CNN algorithm with a modif ied VGG-16 

architecture as the top layer. The dataset utilized was the Chest X-Ray Images (Pneumonia), which was 

characterized by an imbalanced distribution of data [18], [19]. The testing phase consisted of two scenarios: 

one without data augmentation a nd the other with data augmentation. This research focuses on investigating 

the impact of data augmentation on the performance of the CNN algorithm with a modified VGG-16  

architecture for pneumonia classification in an imbalanced dataset. Data augmentation  techniques are used to 

address the issue of imbalanced data, where the pneumonia class has fewer samples compared to the non-

pneumonia class. By artificially generating additional training samples, data augmentation enhances the 

model's ability to learn a nd generalize from the imbalanced data. This approach improves the model's 

performance and its capability to handle imbalanced data by addressing the challenge of limited pneumonia 

samples through dataset augmentation. 

2. RESEARCH METHOD 

Fig. 1 illustrates the stages of the research conducted, which began with a literature review and  the collection 

of necessary datasets. The core process initiated with data preprocessing, followed by data augmentation, the 

design of the CNN algorithm utilizing the VGG-16 architecture, model training, and model testing. 

Subsequently, model evaluation was performed to assess the obtained model's performance. If the results were 

unsatisfactory, the process returned to the data preprocessing stage. Once the core process was completed, the 

final step involved deploying the model with the best performance th at had been achieved. This figure 

demonstrates the systematic workflow followed in the research, ensuring thoroughness in addressing the 

problem and optimizing the model's performance.  

 
Fig. 1 Research Scenario Diagram  
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2.1. Literature Review 

A literature study is a meticulous and comprehensive exploration of scientific literature, encompassing 

various sources and methodologies. Through this process, researchers gain valuable insights, develop a solid 

theoretical framework, and situate their own research within the broader academic landscape, ultimately 

contributing to the advancement of knowledge in their respective field. 

 

2.2. Data Collecting 

The researchers in this study employed the Chest X-Ray Images (Pneumonia) dataset sourced from 

Kaggle. This dataset comprises 5,856 images that were divided into three sets: training, validation, and testing. 

The dataset encompasses two categories of data, namely normal and pneumonia. This dataset should include 

images that are sufficiently diverse and cover many different cases of pneumonia. During the data collection 

process, several things were analyzed including data diversity, accurate data annotations, and image quality. 

The distribution of the datasets across the different sets is depicted in Table 1. 

 
Table 1. The number of dataset distribution 

 

Dataset Normal Pneumonia 

Training 1.341 3.875 

Validation 8 8 

Testing 234 390 

Total 1.583 4.237 

 

2.3. Preprocessing Data 

To ensure consistency in the dataset, the Chest X-Ray Images (Pneumonia) dataset contains images 

of varying sizes, with most images having dimensions above 1000 ×  1000  pixels. As part of the data 

preprocessing stage, all the images are resized to a standardized size of 224 × 224  pixels. This resizing process 

allows for generalization and uniformity in the da taset, enabling further analysis and modeling tasks to be 

performed effectively [20]. 

 

2.4. Data Augmentation 

Table 2 illustrates the different data augmentation techniques employed in this study to address the 

issue of an imbalanced dataset, as evident from Table 1. The uneven distribution of datasets in each class can 

potentially lead to overfitting of the model. To mitigate this problem, data augmentation t echniques are utilized. 

These techniques involve applying transformations to the existing data to increase its diversity and balance the 

dataset [7]. The specific data augmentation techniques used in this study are presented in Table 2. 
 

Table 2. Data Augmentation Technique 
 

Augmentation Technique Description Value 

Rescale Rescale pixel values to fit within the range of 0 to 1. 1/255 

Range of Rotation  Specify a random range within which to rotate the image. 20 

Range of Zoom Define the range of magnification for the image. 0.2 

Range of Width Shift  Specify a broad range for shifting the image. 0.2 

Range of Height Shift  Specify a large range for shifting the image. 0.2 

Range of Shear  Randomly apply a shift transformation to the image. 0.2 

Flip of Horizontal Horizontally flip the image. True 

Mode of Fill Fill the empty space in the image. Nearest 

 

2.5. CNN Algorithm Design 

The CNN algorithm, a widely used neural network approach, excels at processing and extracting data 

features [21]. It is particularly suitable for tasks like computer vision and natural language processing. By 

employing convolutional layers, the algorithm effectively learns intricate patterns and spatial relationships 

within data. Its hierarchical feature extraction enables it to handle variations in scale and rotation [22]. 

Additionally, parameter sharing and weight tying optimize memory usage and computation. The algorithm's 

ability to learn spatial hierarchies of features enhances interpretability. Overall, the CNN algorithm's versatility, 

efficiency, and hierarchical learning capabilities have revolutionized data analysis and ope ned up new 

possibilities in various fields Image classification is extensively used to analyze images and identify objects 

accurately and efficiently. It has revolutionized fields like autonomous vehicles, medical imaging, and 

surveillance systems. In autonomous vehicles, it helps recognize pedestrians, traffic signs, and other vehicles 

for safe navigation [23].  

Simonyan and Zisserman made significant progress in their research by introducing the VGG-16  

architecture, which represents an enhancement over the previously developed AlexNet architecture. In 2014, 

their work was showcased at the ImageNet Large Scale Visual Recognition Competit ion (ILSRVC), where 
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VGG-16 achieved the second position, trailing behind GoogLeNet [14].  In this study opted to use the VGG-

16 architecture but made some alterations to the top layer. They introduced a flatten layer after the max -pooling 

layer in block 5, followed by a fully connected layer with the ReLU activation function. The output layer 

employed the sigmoid activation function. Fig. 2 provides a visual representation of the VGG-16 architecture 

proposed in this study. 

 
 

 

Fig. 2. VGG-16 Architecture with Top Layer Modification 
 

2.6. Model Training 

During this stage, the training process will commence using a set of 5,216 p reprocessed and 

augmented images. These images have undergone the necessary preprocessing and augmentation steps. The 

modified VGG-16 architecture [24], as described in the previous stage, will be utilized for training. The model 

training will proceed iteratively, with each iteration referred to as an epoch. The training process will continue 

until a  predetermined number of epochs is reached, which indicates the completion of the training stage. 

 

2.7. Model Testing 

Following the training stage, model testing was conducted using a separate set of 624 images from 

the test data. These images had already undergone preprocessing and were ready for evaluation. The model 

predicted values for each image were compared against the original label values present in the tes t data. By 

comparing these values, the number of correct predictions can be calculated. To assess the model's performance 

more comprehensively, a  confusion matrix can be utilized. The confusion matrix offers a detailed summary of 

the model's predictions, enabling the calculation of metrics such as accuracy, precision, recall, and F1-score. 

By comparing the predicted and actual labels, the confusion matrix assists in evaluating the model's accuracy 

in correctly classifying images. 

 

2.8. Model Evaluating 

The confusion matrix is a tabular representation that summarizes the accuracy of classification results 

using evaluation metrics [5]. It provides a breakdown of the predicted and actual labels for a classification task. 

The key metrics defined within the confusion matrix and to evaluate the performance of the trained model, 

performance metric values can be calcula ted using the following equations: 

  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 (1) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
  (2) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
  (3) 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 
2 ×  (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×  𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +  𝑅𝑒𝑐𝑎𝑙𝑙 )
  (4) 

 

2.9. Model Deployment 

In the final stage, the top-performing model from the previous stage is deployed to establish a machine 

learning system, ensuring convenient access to its predictive capabilities through a user-friendly interface. This 

deployment process typically involves utilizing a server model, where the trained model is stored on a cloud 

provider like the Google Cloud Platform. By leveraging cloud infrastructure, the model can be accessed 

remotely, enabling users to interact with it and obtain predictions efficiently. This approach ensures that the 
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model's functionality is readily available to users, facilitating seamless integration in to various applications or 

systems. The deployed model is executed within a Docker container environment, which includes the Flask 

framework for building the API (Application Programming Interface) [25]. The API serves as the 

communication channel between users and the machine learning system. In this case, the REST 

(Representational State Transfer) API communication protocol is utilized for seamless interaction between 

users and the system, particularly in Android application services [26][27]. 

Fig. 3 provides a visual representation of the machine learning system design employed in this study. 

It illustrates the various components involved, including the cloud storage for the model, the Docker container 

environment, the Flask API framework, and the REST API for user communication. This design ensures the 

efficient and user-friendly deployment of the machine learning model, making it accessible and usable for 

various applications. 

 

 
 

Fig. 3 Android-Based Machine Learning System 

 

3. RESULTS AND DISCUSSION 

In this research, we conducted a comparative analysis with a previous study that involved combining 

pneumonia data with CNN methodology. We examined the effects of using dropout layers and not using them, 

as well as applying hyperparameter tuning and varying the number of epochs from 25 to 200. Additionally, 

we explored the performance of both CNN and CNN-ELM approaches. The accuracy results obtained in our 

study ranged between 89%  and93% . 

Based on Table 1, we categorized the data into three sections: training, validat ion, and testing. The 

dataset consisted of categorical data, specifically divided into two classes: normal data with 1583  samples and 

pneumonia data with 4237  samples. As part of the preprocessing stage, we applied image rescaling from 

1000  x 1000 pixels to 224 x 224 pixels to perform data augmentation. During the testing phase, we conducted 

two stages: CNN without augmentation and CNN with augmentation. The purpose of data augmentation was 

to address data imbalance, which is evident in Table 1. By augmenting the data, we aimed to achieve a more 

balanced distribution. Moreover, data augmentation helps minimize overfitting during the data modeling 

process. 

We devised the CNN-VGG16 algorithm in this research. In our approach, we introduced 

modifications to the top layer. After the 5th block's max-pooling layer, we added a flatten layer, followed by a 

fully connected layer with ReLU activation. The output layer utilized the sigmo id activation function. To assess 

the algorithm's efficacy, we split the dataset into a training set comprising 5126 samples (90% ) and a testing 

set of 624 samples (10% ). Evaluating the algorithm's performance involved utilizing model evaluation metrics 

based on the confusion matrix, including accuracy, precision, recall, and F1-Score calculations. 
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Fig. 4 Matrix Confusion 

 

In this experiment, the objective was to assess the impact of data augmentation on the performance of 

the VGG-16 architecture. The outcomes of the trials were summarized in Figure 4, which presented the 

confusion matrix depicting the entire trial process. The confusion matrix provided a comprehensive overview 

of the model's performance, showing the distribution of predicted labels against the actual labels. The confusion 

matrix enabled the examination of true positives, true negatives, false positives, and false negatives, offering 

valuable insights into the model's accuracy, precision, recall, and overall effectiveness in classifying the 

provided data. Table 3 illustrated the outcomes of classifying normal pneumonia, with and without 

augmentation, highlighting discrepancies in accuracy, precision, recall, and F1 -Score. Accuracy represented 

the overall correctness of the classification model, while precision gauged its capability to avoid false positives. 

Recall emphasized the model's proficiency in avoiding false negatives, while F1-Score provided a balanced 

evaluation, considering both precision and recall simultaneously. 

 
Table 3. Classification Results 

 

Scenario Category Accuracy Precision Recall F1-Score 
CNN-VGG16 without 

Augmentation 

Normal 77% 0.99 0.40 0.57 

 Pneumonia 0.73 1.00 0.85 

CNN-VGG16 with 
Augmentation 

Normal 92% 0.90 0.87 0.88 

 Pneumonia 0.92 0.94 0.93 

Improvement 15%    

 

The performance testing of the VGG-16 architecture without data augmentation resulted in an 

accuracy of 77% , while the testing with data augmentation achieved an accuracy of 92% . When comparing 

the evaluation results of the VGG-16 architecture from both testing scenarios, the best performance was 

observed in the second testing scenario. The difference is quite significant, with an improvement about 15% in 

accuracy between with-augmentation and without-augmentation accuracy of value. 

 
Table 4. Measurements Calculating based on Formula (1)-(4) 

 

Scenario Accuracy Precision Recall F1-Score 

CNN-VGG16 without 
Augmentation 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦

= 
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 

= 
389 + 93

389 + 141 + 93 + 1
 

= 
482

624
 

=  0,77 ≈ 77%  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

= 
389

389 + 141
 

= 
389

530
 

= 
389

530
 

=  0,73 

𝑅𝑒𝑐𝑎𝑙𝑙

= 
389

389 + 1
 

=  0,99 
≈ 1 

 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒

= 
2 × (0,73 ×  1)

(0,73+  1)
 

= 
1,46

1,73
 

=  0,85 

CNN-VGG16 with 
Augmentation 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦

= 
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 

= 
368 + 203

368 + 31 + 308 + 22
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

= 
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

= 
368

368 + 31
 

𝑅𝑒𝑐𝑎𝑙𝑙

= 
𝑇𝑃

𝑇𝑃+ 𝐹𝑁
 

= 
368

368 + 22
 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒

= 
2 × (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×  𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +  𝑅𝑒𝑐𝑎𝑙𝑙)
 

= 
2 × (0,92 ×  0,94)

(0,93+  0,94)
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= 
571

624
 

=  0,92 ≈ 92%  

= 
368

399
 

=  0,92 

= 
368

390
 

=  0,94 

= 
1,73

1,87
 

=  0,93 

 

Table 4 presents the evaluation of the CNN-VGG16 algorithm using accuracy, precision, recall, and F1-Score 

calculations. The appropriateness of the chosen formulas (1) to (4) was supported by computational 

calculations. The evaluation considered both the original dataset and an augmented dataset, enhancing the 

algorithm's ability to handle data variations. The results provided a comprehensive assessment of the 

algorithm's performance, covering overall correctness, positive prediction ratio, positive instance detection, 

and an overall effectiveness measure. This evaluation process offered valu able insights into the algorithm's 

classification and prediction capabilities. 

 
Table 5. Comparing the Results with Previous Research 

 

Scenario Class of Data Accuracy 

CNN-VGG16 without Augmentation Normal 77% 

 Pneumonia 
CNN-VGG16 with Augmentation Normal 92% 

 Pneumonia 

CNN-dropout layer and Augmentation [5] Pneumonia 90,68% 

CNN-Hipertunning Parameter [12] Pneumonia 89,58% 

CNN Pneumonia 84,78% 

CNN-ELM [22] Pneumonia 93,59% 

  

Referring to Table 5, the comparison between our study and the previous study reveals that CNN-

VGG16 with data augmentation performs better than other CNN algorithm scenarios. However, it is important 

to note that while CNN-ELM does show slightly higher accuracy, the difference is not significant and it 

approaches the level of accuracy achieved in our research. Basen on our analysis, CNN-VGG16 and CNN-

ELM are two different approaches in image processing. CNN-VGG16 utilizes a deep and complex CNN 

architecture, requiring intricate preprocessing and data augmentation to a chieve good results in object 

recognition tasks. On the other hand, CNN-ELM combines CNN's convolutional layers with the simpler 

Extreme Learning Machine (ELM), resulting in shorter training times and often yielding good results in image 

processing tasks with small datasets or limited resources. The choice between the two depends on the specific 

task, dataset size, and available resources. Nevertheless, this study's constraint is that it concentrated on a 

particular CNN architecture. Subsequent investigations should investigate how data augmentation influences 

different architectures and other tasks related to medical image analysis. By doing so, we can further verify the 

efficacy of data augmentation. 

The CNN-VGG16 approach, with or without augmentation, ut ilizes numerical computations and is 

integrated into an application developed for the Android system in the healthcare field. We deployed the CNN-

VGG16 model into the Android application and published it on the Android platform. The CNN-VGG16 

algorithm runs as a background process on the Android system, achieving the accuracy levels we have 

developed in our research. The Android system we developed is user-friendly, allowing healthcare 

professionals to diagnose patients by inputting their X-ray image data a long with their name label. The 

diagnostic results are then categorized as normal or indicating pneumonia. Overall, the integration of our 

advanced machine learning-based system in healthcare shows potential for improving patient care.  
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Fig. 5 Android-Based Machine Learning System User Interface 

 

The operation of the application is fairly straightforward. To conduct a diagnosis, a  doctor can access 

the diagnosis page and upload an x-ray image together with the patient's name. Subsequently, the application 

will analyze the uploaded image and provide a diagnosis, which will be displayed on the dashboard page. 

Furthermore, the diagnosis results will be automatically stored in the local storage of the Android smartphone 

being utilized. Additionally, doctors have the ability to review the diagnostic history on the patient page. 

 

4. CONCLUSION  

The study focused on using a modified VGG-16 architecture with a CNN algorithm to classify 

pneumonia. The research findings show that employing data augmentation techniques significantly improves 

the model's performance when dealing with imbalanced data classification. The study contributes by 

demonstrating the effectiveness of data augmentation in improving the accuracy and robustness of machine 

learning models for pneumonia diagnosis. The research has important implications for assisting doctors in 

analyzing lung images and improving healthcare outcomes. The implications of the study are significant for 

the field of healthcare and medical image analysis. By employin g data augmentation techniques, the 

researchers were able to enhance the performance of a modified VGG-16 architecture in classifying 

pneumonia. This finding holds the potential to improve the accuracy and reliability of pneumonia diagnosis, 

ultimately leading to better healthcare outcomes. The study also highlights the effectiveness of data 

augmentation in addressing the challenge of imbalanced data classification, which is a common issue in 

medical image analysis. By mitigating this problem, healthcare professionals can rely on more robust and 

accurate machine learning models. Additionally, the study suggests that the benefits of data augmentation may 

extend beyond the specific CNN architecture used, prompting further exploration of its impact on other 

architectures and medical imaging tasks. Overall, these implications underscore the promise of integrating 

advanced machine learning systems into healthcare, offering the potential to enhance patient care and 

revolutionize medical diagnosis and treatment. However, the study's limitation lies in its focus on a specific 

CNN architecture, and future research should explore the impact of data augmentation on other architectures 
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and medical image analysis tasks to further validate its effectiveness. Overall, integrating advanced machine 

learning systems in healthcare shows promise for enhancing patient care. 
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